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BEYOND THREE DECADES OF CONTINUOUS RESEARCH AT UTIAS

ON SHOCK TUBES AND WAVES

I. I. Glass

Institute for Aerospace Studies, University of Toronto

Toronto, Canada

Analytical and experimental research on nonstationary
shock waves, rarefaction waves and contact surfaces has
been conducted continuously at UTIAS since its inception in
1948. Some unique facilities were used to study the proper-
ties of planar, cylindrical and spherical shock waves and
their interactions. Investigations were also performed on
shock-wave structure and boundary layers in ionizing argon,
water-vapour condensation in rarefaction waves, magneto-
gasdynamic flows, and the regions of regular and various
types of Mach reflections of oblique shock waves. Explo-
sively-driven implosions have been employed as drivers for
projectile launchers and shock tubes, and as a means of

producing industrial-type diamonds from graphite, and fusion
plasmas in deuterium. The effects of sonic-boom on humans,
animals and structures have also formed an important part of
the investigations. More recently, interest has focussed on
shock waves in dusty gases, the viscous and vibrational
structure of weak spherical blast waves in air, and oblique
shock-wave refiections. In all of these studies instrumen-
tation and computational methods have played a very impor-
tant role. A brief survey of this work is given with some

perspectives on future research.

1. INTRODUCTION

The actual research on shock tubes and supersonic wind tunnels was initi-
ated by Dr. G. N. Patterson when he envisioned and planned the then Institute
of Aerophysics in 1948, even though it was not actually available until 1949,
and opened officially in 1950 [1]. He became its Founder and first Director.
His first three students in the shock-tube field, Bitondo [2,3,4], Glass [3,5]
and Lobb [2,6,7], were initially guided by his analysis of shock-tube flows
[8] for the design of their facilities and appropriate experiments.

Since this survey is confined to nonstationary flows, it will not be
possible to include references to many other gasdynamic flows which were stud-
ied then and subsequently throughout the decades by members of the staff and
students alike. Dr. Patterson's interests later centred on kinetic theory [9,
10], and when I obtained my Ph.D. in 1950, I assumed responsibility for re-
search and development in nonstationary flows. The present survey then deals
with the analytical, numerical and experimental studies in this field from

,,I
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1948 until the present day.

It should be noted at the outset that this survey is not meant to be ex-
haustive as far as references are concerned or in the details of the various
researches. Here and there a reference from sources other than UTIAS will be
called up to assist the reader. Consequently, I hope that many authors will
forgive me if their names do not appear, and the readers for the brevity of
this presentation. The choice had to be arbitrary in order to fit the limita-
tions of this review.

2. THE FIRST DECADE, 1948-1958

Analytical and experimental work in this decade centred mainly on one-
dimensional flows in shock tubes induced by shock waves and rarefaction waves.
The various interactions of these waves as well as those with contact surfaces
were also of considerable interest. As shown in Figs. 1 to 4, it was soon
realized that the diaphragm-breaking process was far from ideal [2,7,11]. This
had a serious effect on the flow quality behind the contact region (Figs. 1-4),
which originated in tne driver section of the shock tube, and was disturbed
and made turbulent by the remaining jagged edges of the diaphragm. Consequent-
ly, the predicted high Mach number in this cold gas was not achieved [6,12].
On the other hand, the flow Mach number in the region compressed by the shock
wave in the channel was in quite satisfactory agreement with analysis at the
lower shock strengths [7,12].

AAs for the velocity of the shock wave, it was soon found that it attenuated
[11,12,13] with distance from the diaphragm, increasing shock Mach number, and
lowered channel pressures for a given shock-tube cross-section (Fig. 5). The
attenuation increased with decreasing cross-sectional area. Some early analy-
ses [14,15,161 showed that the sidewall boundary layers (Fig. 6) induced by
the shock wave and rarefaction wave were responsible for the shock-wave attenu-
ation. In addition, the boundary layer caused the contact surface to acceler-

ate [11] (Fig. 7) so that the testing time in the hot region was limited and
it was not possible to increase it by going to a longer channel, as inviscid
analysis predicted. This situation also caused flow gradients in the hot re-
gion, which meant that gasdynamicists, physicists, and chemists had to take
these deviations into account in analysing their test results for perfect and
imperfect gases with vibrational, dissociational or ionizational excitations.

Subsequently, the shock tube became one of the most versatile and econom-
ical test facilities for universities, government, and commercial institutions
alike. It soon evolved into several hybrids of shock tunnels, expansion tubes
and multidiaphragm shock tubes designed to provide high-stagnation temperature
and high-Mach number test conditions useful for re-entry heat-shield design of
space capsules which were then under development.

At UTIAS however, some emphasis was placed on wave interactions such as
the refraction of a shock wave at a contact surface [3,4,17] and through a gas
layer (Fig. 8). This work also showed that a shock wave may be tailored
through refraction such that only a Mach wave is reflected from the contact
surface. This idea led to 1e reflected shock wave, tailored-interface, shock-
tunnel operation, thereby providing a constant-pressure high-enthalpy reservoir
of gas for expansion through supersonic or hypersonic nozzles [18,19] (Fig. 9).
It was also surmised that a layer of gas, such as hydrogen or helium, might
provide a protective barrier for attenuating blast waves. However, it was soon
noted that the subsequent overtaking of the transmitted shock wave by the re-
fracted shock wave would quickly diminish the attenuation [17,20] and increase
the pressure ratio across the transmitted wave to nearly the original shock
strength incident on the layer of helium.

It is worth noting that the overtaking of two shock waves provides the K
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ideal shock-tube problem after their interaction, that is, a shock wave and a
centred rarefaction wave which are separated by a perfect contact surface (Fig.
8). A near-perfect shock-tube problem can also appear at the refraction of a
shock wave at an air/helium interface, as shown in Fig. 8, with a very well
defined centred rarefaction wave. Breaking a diaphragm in a shock tube does
not produce a centred wave. The tail of the wave is usually obscured in
schlieren or shadow photographs, showing that sharp gradients are absent (Fig.
2). However, the head of the wave is always visible and provides a gasdynamic
means of measuring very accurately the speed of sound in gases [21a]. It is
worth noting that only the equilibrium sound speeds were measured from the
first characteristic line, even in C02-carbon dioxide [21b], and SF6-sulfur-
hexafluoride [21c], as it was not possible to produce an ideal centred wave
where the frozen precursor might have been observed [see 52a] near the origin.

Additional interactions were studied, such as the head-on collision of
shock waves [22] and of shock and rarefaction waves [22,23]. In the former
case, again a perfect contact surface is formed (Fig. 10). The head-on colli-
sion of two shock waves also provides a means of studying reflected shock
waves without wall-effects by using two shock waves of equal strength. Very
high temperatures with real-gas effects can be obtained in this manner. If a
wall is used for reflection, the tailored-interface technique mentioned above
can be used to provide a gas with very high escape speed, which is also useful
for molecular-beam studies.

One-dimensional refractions of rarefaction waves at contact surfaces [24,
25] were also investigated analytically and experimentally using hot-wire
anemometry and piezo-pressure gauges. This study showed that rarefaction-wave

- profiles did not agree with one-dimensional theory and were very much weaker
than predicted for a given diaphragm pressure ratio, especially for stronger
waves [25]. The so-called Riemann invariants were also not satisfied [12].
Nevertheless, the rarefaction waves as produced agreed reasonably well with
the refraction analysis. It can be stated that the various one-dimensional
wave interactions studied analytically were verified by experiment. However,
in the case of strong shock waves, real-gas effects had to be considered to

& improve the agreement with analysis [22,12].

With the construction of a 23-cm diameter field of view Mach-Zehnder inter-
ferometer [26], many worthwhile problems could now be investigated where quan-
titative density distributions were important for an understanding of the flows
involved. This made it possible to study the transition through a contact
front developed in a supersonic nozzle [27]. It was shown that it had a den-
sity profile resembling a shock-wave transition. The spiral vortex [28] pro-
duced by the diffraction of a plane shock wave over a sharp plate was another
interesting problem for optical study (Fig. 11), especially with the interfero-
meter. It has since been investigated by other researchers in greater detail.
The interactions of plane shock waves with plane wire screens [29] and plane
and oblique perforated plates [30,31] was also a fruitful area of interest
(Figs. 12-14). Transmitted and reflected shock waves were f..med which were
separated by the screen or plate and a contact region. If the flow through
the screen or plate was choked then a second, upstream-facing, shock wave was
formed near the screer or plate s'milar to the flow development in a nozzle
(Fig. 9). Since the ...reen or ;forated plate produces a new transmitted
shock wave and contact ., .on Lt is possible to obtain density and pressure I
measurements behind the . shock wave from measurements of the shock speed
and contact surface speed in the (x, t) -plane, using a rotating drum camera.

This method is useful for perfect gases. However, for real gases, neither
the pressure nor particle velocity is very sensitive to changes in initial
pressure for a given shock speed. Consequently, this is not a precise method
of measuring real-gas properties behind strong shock waves. There is little
doubt that direct measurements of pressure, density, and temperature are
required in such cases.
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The interaction of a plane strong shock wave with a steady magnetic field
[32] is not unlike the interaction with a wire screen. If argon is used as
the test gas for example, then it ionizes and the axial components of the
ponderomotive force produced on the gas when it interacts with the magnetic
field also gives rise to a transmitted and reflected shock separated by a
contact surface. A secondary upstream-facing rarefaction wave can also occur.
The wave systems are limited by the initial conditions such that all waves may
not always occur. A current flow is also produced at right angles to the flow
velocity and magnetic field vectors. In essence, this is the principle of all
magnetogasdynamic electric-power generators.

It is also worth noting that some theoretical work on various aspects of
the collision and penetration of two rarefaction waves [33], and the overtaking
of shock waves by rarefaction waves [34], and vice versa [35], was also com-
pleted. Although these are interesting problems, they were not investigated
experimentally. In the case of the overtaking problems, simplifying assump-
tions were made by neglecting secondary characteristics resulting from the
interaction. This would limit the analyses to weak rarefaction waves.

It may be concluded that the studies of diaphragm rupture, the actual wave
system in a shock tube, the effects of sidewall boundary layers, various types
of wave interactions or shock-wave collisions with screens, perforated plates
or magnetic fields have taught us a great deal about one-dimensional nonsta-

h tionary flows in shock tubes. The agreement with analyses has been quite
satisfactory by and large. Researchers using such facilities can apply correc-
tions to deviating flows, whether they be due to inviscid, viscous, or real-
gas effects. However, there are still untested analyses that require experi-
mental verification. In addition, there are unanswered questions about actual
flows in rarefaction waves, in the cold-flow region, and the entire flow
profiles from the head of the rarefaction wave to the shock wave as functions
of time. Undoubtedly numerical methods could help in answering some of these
questions supported by better experimental data. However, researchers probably
have more interesting, pressing and challenging current problems to solve and
would not be interested in the academic resolutions of old problems; yet this
is not always the case, as some recent references indicate. A few examples
will be of interest, such as the use of the shock tube for transonic-flow
testing of airfoils at high Reynolds numbers [36], the collision of shock waves
with screens and honeycombs [37], inviscid-flow and viscous boundary-layer
interactions [38], and properties of rarefaction waves and compression waves
[39a] and their induced boundary-layer flows [39b]. Many additional examplescan be found in journals and Proceedings of the recent Shock Tube Symposia.

3. THE SECOND DECADE, 1958-1968

This period is marked by the extension of the investigations to spherical
and cylindrical-shock and blast-wave phenomena in gases and underwater. (It
should be noted that a fairly complete picture of what was known during this
period about planar flows was summarized in the portion of the Handbook of
Supersonic Aerodynamics on Shock Tubes [12], which was published in 1959. It
soon became out of print. However, photocopies were to be found in many labor-
atories worldwide and to this day, for example, on a visit to China in 1980,
it was ironic to hear it considered as the "bible" for shock-tube research -
the term being used by older researchers trained in the West.) Rather simple-
type glass diaphragms were utilized for this purpose. Nevertheless, the glass f
spheres had to be blown carefully by an expert glass blower. The cylindrical
diaphragms had optical quality glass discs welded to both ends. The assembly
was held between two glass plates to ensure cylindrical flow without end-
effects [40].

preOur first venture was to study the wave system generated by an exploding°. pressurized glass sphere [41]. It proved to be a very fruitful avenue of
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research. Wave-speed schlieren records of the radius-time (r,t)-plane (Fig.
15) soon showed some remarkable differences with planar shock-tube flows and
also similarities. The glass diaphragm-breaking process was similar to that
of other diaphragm materials used in a shock tube. Namely, the high-pressure
driver-gas was made eddying and turbulent by the glass fragments. Nevertheless,
the blast wave soon became spherically symmetrical despite the protuberances in
the contact front (Fig. 16). As predicted by analysis [42,43] the shock wave
and the contact front decelerated and the rarefaction wave head moved at the
constant sound speed. In addition, it was clearly shown, for the first time,
how the second shock wave, formed at the tail of the rarefaction wave, imploded
on the origin and reflected. Although the reflected implosion could be seen as
a second shock following the main blast wave after the contact frout in chemi-
cal explosions, the implosion phase was always obscured by the dense gases.
Similar results were obtained for cylindrical explosions [44] (Fig. 17).

Additional interesting applications involved the collision of spherical
shock waves (Figs. 18,19) [45] and underwater explosions (Fig. 20). Unfortu-
nately, glass diaphragms have a limited pressure range in which they can be
broken. Consequently, it was not possible to study the spherical shock-wave
collision problem experimentally over an adequate range. The underwater ex-
plosions were more successful from an analytical viewoint. It was necessary
to solve the hydrodynamic shock-tube problem [46] in order to apply the appro-
priate boundary conditions at the moment of rupture and then continue with the
analysis. The agreement of the experiments with this analysis was very satis-
factory [47].

Simultaneous with the foregoing studies, the groundwork was being laid for

a number of important analytical and experimental investigations. The concept
of using explosive-driven implosions as drivers for shock tubes and hyper-
velocity projectile launchers was taking shape [48-50]. Some of the analytical
work was also being done during this period on the nonequilibrium expansion
flows of dissociating and ionizing argon around a sharp corner [51,52]. This
was in preparation for conducting several investigations on real-gas effects
in the very excellent new shock-tube facility designed, instrumented and tested
for this purpose [53]. Concurrently, investigations were performed on magneto-
hydrodynamic flow in the boundary layer of a shock tube [54]; in a hypersonic
shock-tunnel test-section (generously donated by the Cornell Aeronautical
Laboratory, Buffalo) which was coupled to an existing UTIAS shock tube [55,56];
and an initial ionization process in strong shock waves produced in hydrogen
and helium in a unique electromagnetic-driven implosion shock tube [57].

It is of interest to look at some of the above projects in more detail.
The explosive-driven-implosion research and development is of particular im-
portance as it has continued until the present day. It was not only necessary
to understand the spherical combustion and detonation processes [50], but also
to develop a means of instantly and simultaneously detonating an explosive
hemispherical shell in a safe and reusable facility. Some consultation with
U.S. and Canadian explosive-research laboratories made it clear that the
current thinking was that it was not possible to detonate a solid explosive
with a gaseous detonation wave. However, we felt that not enough was known

4 then (nor is it known now) about the physical processes involved in the micro-
second regime during the initiation of a solid explosive and therefore the
advice from experts was put aside. A small one-dimensional facility was built

I ; to test the initiation of solid explosives by gaseous detonation waves [58].
Many explosives were tried (including some dangerous ones, like lead azide; I

* am grateful to Dr. R. E. Duff for persuading me by telephone to immediately
desist from using such unpredictable and hazardous materials) and PETN was

found to be an excellent safe secondary-explosive to be used for making hemi-
spherical shells of explosives to be detonated by the gaseous detonation wave
in stoichiometric hydrogen-oxygen mixtures in the reusable hemispherical driver
[59]. The implosion on reflection at the geometric centre produced a hot high-
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pressure plasma useful for driving projectiles, intense shock waves, the crea-
tion of diamonds from graphite and producing fusion plasmas in deuterium. This
work will be discussed subsequently in more detail.

The explosive-driven implosion chamber used as a driver for projectiles and
shock tubes is shown in Fig. 21. A great deal of analytical, design and exper-
imental work was done to predict and verify its performance [60-65]. Although
plans were made to build a much larger launcher (from a 5 mm barrel to a 2S mm
barrel; from a 100-mm radius hemispherical cavity to a 300-mm radius cavity;
from a few hundred-gram PETN-shell to one of many kilograms), it was soon found
on the smaller-scale model that there were no projectile materials available
that could withstand the enormous plasma base-pressures and temperatures devel-
oped after reflection of an implosion. Consequently, even though very high
velocities (20 kn/s) were predicted analytically, no more than 5.4 km/s was
actually obtained for an 8-mm dia lexan projectile weighing 0.36g [66]. It is
possible that such problems would not have existed on the projected full-scale
launcher. Nevertheless, the very high cost of producing such a large facility,
coupled with several uncertainties such as projectile integrity, the large
amounts of explosive to be used, consistent focussing of the implosions and
safety aspects associated with a facility of this size discouraged its con-
struction.

It is also worth noting that an alternative scheme for producing explosive-
kdriven implosions was tried by directly initiating a 5-mm thick sheet explo-

sive hemispherical shell by using 91 explosive detonators. This meant that
all detonators had to fire within a jitter of two or three microseconds - a
formidable task. The method did not prove successful and had to be abandoned
[67].

In order to prepare for the interferometric studies of nonequilibrium
corner-expansion flows of dissociating oxygen and nitrogen, as well as ionizing
argon, it became necessary to determine the refractivities of the component
gases in the mixtures [68-70]. This was done successfully with considerable

j -accuracy in the 10cm x 18cm hypervelocity shock tube by means of the 23-cm dia
Mach-Zehnder interferometer. Additional analytical work was also done on such
flows with coupled vibrational-dissociational nonequilibrium [71]. An initial
investigation on dissociating-oxygen corner-flow did not prove to be definitive

rin its comparison with analysis [72] and therefore would require additional
study.

Some preliminary research was also done on oblique shock-wave reflections
at a sharp compressive corner and shock-wave diffraction over a sharp expansive
corner [73]. In subsequent years this area of investigation was to lead to
some important studies with significant results.

Interest was also aroused by the possibility of flying a micrometeoroid-
impact gauge designed by NASA on one of NASA's or Canada's rocket experiments.
This area of research was at that time of much importance. The safety of
astronauts and spacecraft under bombardment from micrometeoroid particles

travelling at the escape velocity from earth (11 km/s) up to the escape velo-
city from the solar system (73 km/s) was still an unsettled question. The
gauge was calibrated by dropping glass microspheres under gravity and in a
shock-tube flow [74] seeded with the same glass spheres as well as one-micron
particles charged electrostatically [75] and accelerated to 7 km/s at the NASA
Goddard Space Flight Center. This gauge was not flown on one of the rocket
experiments owing to lack of funds and personnel.

4. THE THIRD DECADE, 1968-1978

This decade is marked by efforts to experimentally observe (Fig. 22) and
measure actual and physical properties [76] of the focus of combustion and



tI

Beyond Three Decades 191

explosive-driven implosions and to compare them with analytical predictions
[77]. Temperatures were measured spectroscopically for combustion runs only
[76], and projectile base-pressures were inferred from microwave measurements
of the projectile velocity in the launcher barrel [78]. Spectroscopic temper-
ature and pressure measurements [79,80] were reasonably successful and were
improved on subsequently.

An important step was taken to apply the explosive-driven implosions as
drivers for shock tubes [81]. A 25-mm shock-tube channel was used instead of
a launcher barrel [82]. This proved to be a very worthwhile method of produc-
ing very strong shock waves (20 km/s) in air [83] (Fig. 23). It also led to
the explanation of some anomalous radiation effects in the shock fronts [84]
(Fig. 24), which until then defied a reasonably physical interpretation. (One
of the reviewers of our paper in complimenting our work noted that this proper
explanation had waited for several years and urged us to change our research
note to a full paper.) Although this was a very useful driver, far more im-
pressive electrical drivers were developed at JPL [85] and NASA Ames [86].
This made it possible to obtain at JPL shock-wave velocities of 45 km/s, with
little attenuation in a 15 cm dia channel with a 4 lis test-time. Concurrently,
an expiosive (Voitenko) driver developed at NASA Ames [87], using 30 kg of
explosive (about 300-fold greater than the explosive-driven implosion shock
tube at UTIAS) yielded velocities of 70-67 km/s in a 3cm x 3.1m long glass
tube over a distance of 1 meter in one of the runs (about 3-fold greater than
at UTIAS). These experiments had to be done at the Lawrence Radiation Labora-
tory explosive test site, where the facility was destroyed after each run
(except for the instrumentation). This is probably the highest shock-wave
velocity obtained, with a modest attenuation, and some test time useful forJovian entry studies. It should be noted that all of these facilities used

very low (0.05 torr ^ 2 torr) channel gas pressures.

Another very important application of the UTIAS Explosive-Driven Implosion
Driver was in the production of synthetic diamonds from graphite. By placing
graphite in a steel capsule and exposing it to a focussed-implosion and its
reflection, thereby generating enormous pressures (megabar range) and temper-
atures (millions of degrees), the attenuated transmitted shock-wave pressures
and temperatures were sufficient to create the phase transition. Industrial-
type diamonds of 10-20 um were produced with a yield of about 5-10% of the
original graphite [88]. Although such diamonds had been produced statically
and dynamically before, this technique was quite novel and promising for the
manufacture of new materials and in the application to problems in solid-stateS physics.

The process was transferred to 3M Canada Ltd., as it was felt that it could
best be developed by an industrial firm with much experience in related areas.
As a result a fairly large group was set up by 3M at UTIAS to further develop
and extend the work on the production of industrial diamonds. The success of
this initial work (diamonds were produced in the first experiment) [88], led
to the concept of using the explosive-driven implosions to produce fusion
plasmas and neutrons from deuterium-deuterium reactions. Further consideration
will be given to the implosion research in the final section.

This period was also productive in analytical and experimental studies of
ionizing-argon flows. Definitive interferometric investigations were made of
the shock structure of ionizing argon and krypton at nominal shock Mach numbers !
of 13 and 16 (70,89,90]. It was found that the shock wave developed nonsta-
tionary oscillations (Fig. 25) at the higher Mach numbers (> 14). The oscilla-
tions were easily removed by adding small amounts of hydrogen (U 0.5% of the
initial pressure), with the consequent reduction of the overall transition
length to about one-third of its pure-gas value. The total plasma density and
electron-density profiles for pure argon (Fig. 26) and with small amounts of
hydrogen added as an impurity, agreed well with analysis. Two questions



101 Glau

remain unanswered to this day: precisely why only a hydrogen impurity removes
the oscillations and why the electron cascade-front, where equilibrium ioniza-
tion occurs, moves towards the translational front as it approaches the wall
(Fig. 27). Some analytical work has recently appeared, which attempts to
explain this phenomenon [91].

At the same time the laminar shock-tube wall-boundary layer (Fig. 28) and
the flat-plate boundary-layer flow (Fig. 29) in the quasi-steady region was
studied in ionizing argon analytically and interferometrically for the same
shock Mach numbers as the shock structure [92-95]. (It is worth noting that a
wall-boundary-layer study at low shock Mach numbers in air had been done many
years earlier [96] using the same Mach-Zehnder interferometer with a smaller
rectangular shock tube.) It was shown that the wall boundary layer had a
profound effect on the shock structure. The smaller the tube hydraulic-diam-
eter the thinner was the shock structure (Fig. 30). This result is of impor-
tance when comparing experimentally-measured shock structure with analysis.
The properties of both types of boundary layers were compared analytically and
experimentally. There certainly are differences between them. A difficulty
with any experimental technique is to probe the boundary layer near the wall.
Nevertheless, total plasma density and electron-number densities were obtained
up to 0.1 mm from the wall. The shock-structure wall-boundary-layer inter-
action did not appear to affect the flat-plate boundary layer too much at
lower shock Mach numbers (", 13). However at higher Mach numbers (11 16) radia-
tion losses induced nonuniformities at a given test-section station [95].
Additional analysis should be done on this aspect of the investigation.

Another important area of ionizing-argon flows was the investigation of a

quasi-steady corner-expansion [97]. The results agreed reasonably well with
an earlier analysis [52c], which was later extended to include radiation
losses [98]. Apparently, radiation losses were not too important at the lower
shock Mach numbers (where the experimental data was obtained) to affect the
corner-expansion. As noted earlier, at higher shock Mach numbers, radiationeffects are quite significant and would affect such flows. Further analytical

work should be done to settle this question.

A number of analytical and experimental investigations were started on
condensation of water vapour cooled by nonstationary rarefaction waves in a
shock tube [99-101]. Although the initial work was started in the Fifties in
order to see if indeed condensation shock waves do appear in rarefaction waves
(Fig. 31), it was not until the Seventies that it was shown analytically
(using the method of characteristics) that such waves must occur as a result
of the release of the latent heat of condensation [99]. The experimental
pressure profiles [101] could be explained on either the analytical basis of
homogeneous [99] or heterogeneous [100] nucleation. Which model is correct
will have to await a future experimental decision. Unfortunately, this inter-
esting work had to be terminated owing to insufficient financial support. It
is also worth noting that in the Seventies a number of excellent facilities !
such as the wave-interaction tube [11], the shock sphere [40] and a new hyper-
sonic shock tunnel [102] had to be abandoned owing to a lack of funding in
these areas of research.

This period also saw a continuation of the research on oblique shock-wave
reflections, which culminated in some significant results. The work initially
dealt with a number of considerations of real-gas effects [103]. It was later
extended to solve once and for all the problem of: given a sharp compressive
corner of angle Ow in a shock-tube channel at specified initial conditions,
what type of reflection will occur when it is hit by a plane shock wave at a
specified Mach number Ms? Investigators from a number of countries had tackled
this problem since the Forties with only partial success. It was finally

= - t solved and verified interferometrically at UTIAS for diatomic [104] and mona-
tomic gases [105]. It was shown that in the (Ms, e)-plane four types of
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reflections (regular, single Mach, complex Mach and double Mach) can occur.
The regions and their transition boundaries were determined analytically for
perfect and imperfect gases including the effects of equilibrium vibration,
dissociation and ionization. Recently, it was found that our interferometric
results and the optical data from many other researchers agree best with a
perfect-gas analysis as far as the various regions and their transition boun-
daries are concerned. However, real-gas effects become important immediately
after the viscous shock waves. Consequently, some areas bounded by the inci-
dent, reflected and Mach-stem shock waves ray be in nonequilibrium or may
achieve equilibrium depending on the various relaxation times. Therefore, in
analysing the flow isolines, real-gas effects including rate equations must be
considered.

The experimental lines of constant-density (isopycnics) (Fig. 32) showed
that despite the many developments in computational methods, all were not
capable of accurately predicting the isopycnics of such nonstationary flows
[106]. This is now being addressed by a number of computational centres with
increasing accuracy [107,108]. Numerical data can now be compared with the
available interferometric data for monatomic, diatomic [104-106] and triatomic
[125] gases.

It can be expected that more novel and accurate computational methods will
evolve in the near future. Such results would be of much assistance to the
in field trials of spherical blast waves. Numerical time-dependent solutions

for such problems are yet to be achieved. Once computer codes are verified
experimentally, they can produce far more data on physical quantities than it
is possible to measure.

In the late Sixties the supersonic transport (SST) became controversial
for a number of reasons. Their possible injurious effects on humans, animals
and structures were important considerations for Canada, if overflight laws
were to be enacted based on facts. Therefore, a number of Canadian establish-
ments and the University of Toronto contributed to the construction of two

a. simulators: a travelling-wave sonic-boom facility and a loudspeaker-driven
booth [109]. A great deal of research was conducted in the areas of psycho-acoustics, human response, effects on animals, structural response and gas-

dynamic analyses [110-117]. Basically, no effects on humans when subjected tosonic booms similar to SST's were observed as far as heart rate changes, tem-

porary threshold shifts and while driving an arduous automobile course. The
structural effects on "aged" panels also were found to be negligible. However,
small animals like mice, guinea pigs, chinchillas and Rhesus monkeys did tend
to suffer physical damage at the basal turn of the cochlea in the form of
bleeding which was absorbed in time (or destroyed hair cells). Sonic-boom
rise-time, overpressure-amplitude and frequency of exposure were all important
factors affecting the bleeding. However, the scaling laws from small animals
to humans are unknown. Nevertheless, caution should be exercised against
excessive exposure to superbooms.

Since human-startle effects increase with decreasing sonic-boom risetime
(118], the question arose why actual sonic booms produced by SST's can be 100
to 1000-fold greater than predicted by planar shock wave analysis. Atmospheric
turbulence (119], temperature gradients near the ground, microphone-response
limitations and vibrational excitation [120] of the oxygen and nitrogen com-
ponents of air were all blamed. Consequently, this problem was investigated
experimentally using exploding sparks and wires [121]. It now appears that
vibrational excitation of oxygen can give rise to extended shock-wave transi-
tions at low overpressures (about one-tenth the usual sonic-boom value of 100
Pascals). Small-scale turbulence would not be significant. However, large
eddies of the size of the aircraft might well give rise to rounded booms with
large risetimes or spiked booms with short risetimes. Both types are observed
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during any overflight past an array of microphones at different altitudes or

on the ground.

5. THE FOURTH DECADE, 1978-

Some of the problems discussed in the previous section are being continued
and extended. New research is being initiated and conducted in new or forth-
coming facilities. The following research areas are being pursued a. the
present time: implosion-wave dynamics, oblique shock-wave reflections, sonic-
boom effects and the new areas of turbulent, swirling, combusting flows
(although this does not deal with shock-tube flows, it deserves to be men-
tioned) and shock waves in dusty gases.

Three aspects of implosion-wave dynamics are of importance, including
the spectroscopic measurements of temperature at an implosion focus, which is
produced by combustion or with explosives, and the application of the Random-
Choice Method [122] to analyse the experimental results. This topic will be
presented as a separate paper at this Symposium [123]. Consequently, it will
not be dealt with here. The application of explosive-driven implosions to the
production of industrial diamonds and other new materials is very active. An
improved facility has been built for this purpose which eliminates a good deal
of physical labour through mechanization (Fig. 33). The horizontal position
of the flat face of the hemisphere during a run has greatly improved the
frequency of excellent focussing. The measurement of physical quantities
using manganin-wire pressure gauges, X-ray diffraction, electron diffraction
and photomicrographs have all proved to be very useful (Fig. 34). A model is
being developed to explain how dynamic transitions from graphite to diamond
can take place in the submicrosecond regime [124]. Additional soiid-state
problems will be investigated in the oncoming years.

The use of explosive-driven implosions to produce fusion has not been easy
mainly due to a lack of financial support and trained personnel. Nevertheless,
neutrons and y-rays have been generated from D-D reactions at the focus in
runs of 54-atm stoichiometric deuterium-oxygen (2D2+02) and about l00-g PETN-
explosive shells (Fig. 35). Similar results have also been obtained by
placing a small hemispherical capsule containing 1.2 atm of pure deuterium
covered by a metal diaphragm at the implosion focus (similar to a Voitenko
compressor [87]). Experts in the field were skeptical if we would obtain
neutrons with so little explosive energy. Our prospects for improving this
work and to measure the neutron flux and other radiation properties are not
good without adequate financial support. Yet, our ideas have proved to be
sound and they await further developments.

The research on oblique shock-wave reflections in monatomic and diatomic
gases has been successfully applied to a triatomic gas such as carbon-dioxide
[125a], which is already substantially excited at room temperature. Yet, the
numerous experiments all agree with the (Ms, ew)-plot for a perfect gas with
y = 1.29 (Figs. 36, 37). Consequently, the shock-wave-reflection process
behaves as if the specific heats were frozen in front and immediately behind
the shock waves. The flow regions bounded by the shock waves will be in non-
equilibrium and if the flow times are long enough equilibrium will finally be
attained. The results do not fit the complete vibrational-dissociational-
equilibrium model nor any other partial equilibrium model [12Sa]. The research
is being continued in air [125b]. The early dissociation of oxygen with in-
creasing shock strength compared to nitrogen adds some interesting aspects to
this problem (Fig. 38). It is, of course, of most interest to experimenters
conducting spherical-blast investigations in the field.

It has now been found that some small animals suffer significant hearing
impairment (in the entire range or in some part of the high-frequency range)

IL - iafter the blood clots in the cochlea have been absorbed. Since their hearing
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range far exceeds that of man (mice hear up to 100 kHz), it is at present not
known whether humans also suffer losses and for how long at high frequencies
(< 20 kHz) when chronically exposed to sonic booms [126]. This question will
be investigated in the near future.

It now appears that the excellent N-waves produced by exploding wires may
not be able to exactly simulate SST sonic booms. The Random-Choice Method has
been successfully applied to solve this problem by modelling the exploding wire
or spark by a blast from a small pressurized sphere. Since this method does
not introduce an artificial viscosity it is possible to solve the spherical
shock-wave transition. It is thinner than the equivalent plane-wave profile
solved by G. I. Taylor. Since this subject is also being presented as a
separate paper [127] at this symposium no further details will be given. The
work on the structural response of a wood-plaster room subject to sonic boom
and its subsequent crack-propagation properties has been completed and is
being presented as a separate paper at this symposium [128]. The agreement
between pressure and strain measurements and analysis was very good. The
agreement of the finite-element crack-propagation analysis and (of necessity)
one decisive experiment was very satisfactory. The problem of the pressures
generated in two interconnecting rooms by a sonic boom is now being investigat-
ed analytically and experimentally.

The design of thermally efficient combustors with a minimum of pollutants
for jet engines and home furnaces is a very important field of research in
view of our dwindling fossil fuels. Such flows are usually turbulent, swirling
and chemically reacting. It is a difficult problem to model analytically [129].
In order to verify such analysis, it is important to measure the turbulence
quantities of the flow. This can be done using laser-Doppler velocimetry. It
can also be applied to measure fuel-droplet size and distribution. Such a

facility has now been developed and will shortly be applied to verify the
analytical work [129]. Hypersonic combustion is another area of interest
[130-132] and will be continued if financial support is made possible.

The structure of moving shock waves in dusty air is of considerable
interest. For this purpose the analysis of a dusty-gas shock tube has bee

3completely investigated using the Random-Choice Method [133]. The nonequili-
brium-flow profiles from the head of the rarefaction wave to the frozen shock
wave were computed, including the shock-front and the contact-front transi-
tions (Fig. 39). Working curves were determined for frozen and equilibrium
shock transitions as functions of the initial conditions, dust concentration
and diaphragm-pressure ratio. The regions where only dispersed shock waves
eventually occur have also been found (Fig. 40). A new 7.6cm x 20cm shock
tube is under construction to validate the analysis and to conduct many new
experiments of current interest to the researcher in the laboratory or on
field trials.

6. CONCLUSIONS

This brief survey of research on shock tubes and waves at UTIAS over the
past 33 years has attempted to give some insight into a unique experience.
It is doubtful if any other laboratory has been engaged in this ever-changing
field, continuously, over such a lengthy period. A lot of good research and

development work was done in a number of specially conceived facilities. It
has led to the training of many Ph.D. and Masters graduates, visiting scien-
tists and academics. Numerous UTIAS reports and journal papers were published.
The present list of references is by no means complete. Our work over the
years has attempted to add to and enlarge mankind's store of scientific andengineering knowledge. The outlook for the future is bright. There are

. excellent young people at ITIAS to take over and continue this important work
on shock tubes and waves for many years to come.

~, V-.
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NOTE

Owing to a lack of space it was not possible to include the 40 figures.
These may be found in UTIAS Review No. 45, 1981.
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PREFACE

This volume contains six invited papers and ninety two contributed papers presented at the
XIII International Symposium on Shock Tubes and Waves, which was held in Niagara Falls, N.Y.,
July 6 - 9, 198 1. Professor I.I. Glass of the University of Toronto presented the Paul Vieille
Memorial Lecture. This paper and five other invited papers form Part I of the Proceedings. The
contributed papers are presented in Parts II through VII, divided according to subject matter. The
typical broad range of interests associated with shock waves is demonstrated in both the invited
and contributed papers, with subject material covering viscous aerodynamics, explosions, chemis-
try, optics, and energy-related processes. It is intended that this volume provide an up-to-date
accounting of international progress in these fields insofar as shock-wave phenomena are involved.

The abstracts contributed to this symposium were reviewed and categorized by the Executive
Committee and subsequently evaluated by members of the Advisory Committee. On the basis
of these reviews, the Executive Committee made the final decisions on paper acceptance. Two
hundred participants from seventeen countries were welcomed at the opening session by Profes-
sor George C. Lee, Dean of Engineering and Applied Sciences at the State University of New
York at Buffalo, Dr. H. Robert Leland, General Manager of Calspan Advanced Technology
CFnter, and the Honorable Michael O'Laughlin, Mayor of Niagara Falls. Professor Charles H.V.

I Ebert, from the Department of Geography at SUNYAB, addressed the participants after the
symposium banquet on the timely subject "Mountains of Fire: The Nature of Volcanoes." At
the farewell gathering a narrated movie of the first flight (April 1981) of the space shuttle
Columbia was shown, provided by Rockwell International Corporation.

Like its predecessors, the XIII International Symposium on Shock Tubes and Waves has been
sponsored by the U.S. AIR FORCE OFFICE OF SCIENTIFIC RESEARCH. Their support and
interest is warmly appreciated by all the participants. /7 ' 9 -/. 00

The members of the Executive Committee wish to express their gratitude to their organiza-

tions, the Calspan Advanced Technology Center and the State University of New York at
Buffalo, for their support during the two years of preparation for this meeting. The cooperative
efforts of many members of the staff of both organizations are gratefully acknowledged. We
especially wish to thank Mrs. Doris Jackson, Mrs. Jann Thomas and Mrs. Bonnie Boskat for their
contributions in the organization of the symposium and publication of these proceedings.

CHARLES E. TREANOR

J. GORDON HALL

Eli-
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REVIEW OF SHOCK TUBE AND SHOCK TUNNEL ADVANCEMENTS AT NAL

6K. Soga and I. Wada

National Aerospace Laboratory

Chofu, Tokyo, Japan

Since it was organized in 1960, the Shock Tube Research
Group of NAL has studied the various aerodynamic problems of
hypersonic flight at high altitudes using a reflected shock
tunnel, electrically heated shock tubes and a gun tunnel.
These studies are reviewed briefly in this paper.

In order to construct and operate a large-scale shock
tunnel used for project works, a new operational method of

short-duration wind tunnels using a large-orifice plate and
high apeed valves is proposed in this paper. The practica-
bility of this method has been studied using the gun tunnel,
and the results of these experiments are shown in this paper.
The exclusion of the piston and the use of high speed valves
to replace the diaphragms not only enable us to eliminate

dust in the flow but also to reduce the tunnel reset time.

INTRODUCTION

Since it was organized in 1960, the Shock Tube Research Group of NAL has

studied the various aerodynamic problems of hypersonic flight at high altitudes
using a reflected shock tunnel 1,2), electrically heated shock tubes 3) and a
gun tunnel 4). The shock tunnel was operated at low pressure and the electron-
beam technique was used in order to do research on the transition regime hyper-
sonic flow . The gun tunnel was used for preliminary experiments before
using the NAL 50 cm diameter hypersonic wind tunnel. In the gu- unnel experi-
ment, aerodynamic characteristics of spherically-blunted cones aud heat-transfer
problems of the backward-facing steps and shock-impingement were elucidated b
the development of techniques for measuring aerodynamic force 5), pressure 6, )

and heat-transfer rate 8). The gun tunnel was reconstructed as a free-flight
experimental facility in 1981 to study the stability of a free-flight projectile.

A short-duration wind tunnel such as the gun tunnel has been used because
of its low construction and operating costs. Also, other type tunnels have

been developed by several authors, based on new concepts such as the Longshotf
Free-Piston Tunnel 9) the Piston Compression Wind Tunnel 10) and the Isentropic ....Lih ito unl11,12)*
Light Piston Tunnel tena Now NAL is planning to construct a large-scale
shock tunnel in the near future to be used for such projects as the recovery of
rocket payloads.

In the conventional short-duration tunnel, a free-piston and diaphragms are
used. But some of its components must be moved between runs to reset the piston

24. . .. . . . . ... .. . .. ... . . .
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and diaphragms. In the case of a large-scale tunnel, the moving components
should be fixed. It is also important to obtain and continue a steady flow for
as long as possible. Moreover, elimination of dust in the flow should be con-
sidered. To solve these technical problems, we propose that a new operational
method using a large-orifice plate and high speed valves should be used. The
practicability of this method has been studied using the gun tunnel 4).

In former methods, small-orifice plates have been used to stabilize the
tunnel stagnation conditions. However, a major problem has been that it takes
about a full second to stabilize tunnel conditions and the temperature of the
heated test gas decreases as the time of the stabilization increases 1O'h12).

To overcome this problem an orifice plate with a large area is used in the
present method. The test gas in the driven tube is then heated employing shock
compression for two or three steps, quickly stabilizing the tunnel stagnation
conditions. High speed valves are used to replace the diaphragms. Therefore,
we tested the high speed valves in order to determine the valve performance and
effects of the valves on the flow in the test section. The subject matter of
the experimental study was the measurements of the tunnel stagnation pressure
and temperature changing the orifice area with and without a piston; performance
test of the high speed valve installed in front of the nczzle; and measurements
of pitot pressure and stagnation heat-transfer rate of the cylinder to diagnose
the flow established in the test section.

REFLECTED SHOCK TUNNEL AND ELECTRICALLY HEATED SHOCK TUBE

The shock tunnel was operated at low pressure and an electron-beam densito-
meter was used in ofder to do research on the free-molecule to continum, as
shown in Fig. 1 1,2). The pressure distribution on a flat plate with a sharp
leading edge was obtained from the measured density on the basis of constant1wall temperature. The pressure distribution against the hypersonic viscous-
interaction parameter corrected by wall temperature, X agrees well with the
results of experiments in a low-density wind tunnel at UC Berkeley.

to -0 
k
v- - OV sopply

Gad Pre-amp~lf,er

Photo-

Zubpher

to Dffos,"o , a

I ;:Fvaday

-Co . Icage

t~d votge .

o Fig. I Arrangement of electron beamn densitometer I
mounted on the wall of the test section
of NAL reflected shock tunnel.

The luminous intensity distributions around cylinders and spheres in the

electrically heated shock tube with a coaxial gun are similar to these density
distributions measured in the shock tunnel under almost identical flow condi-
tions 3) (Fig.2).
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Pump I

Fig. 2 Schematic of electrically heated shock tube.

NAL GUN TUNNEL

The gun tunnel (in Fig. 3) was used for preliminary experiments before
using the NAL 50 cm hypersonic wind tunnel 4). In the gun tunnel experiment,
aerodynamic characteristics of spherically-blunted cones, heat-transfer problems
on the backward facing steps and shock-impingement were elucidated by the devel-
opment of techniques for measuring aerodynamic force 5), pressure 6,7) and heat-

transfer rate 8913%15).

A three-component force balance with semi-conductor strain gages was pro-
vided for the force measurement. The axial and normal forces and the pitching
moments of spherically-blunted cones with nose bluntness ratios of 0, 0.1, 0.2,
0.3 and 0.5 and half-vertex angles of 12.50, 160 and 20* were measured at angles
of attack from 0* to about 170 and a Mach number cf 13.6 5)

The pressure distribution on a series of spherically-blunted cones having

a half-vertex angle of 16, which were installed in the test section as an
axisymmetric condition, were measured in the hypersonic flows produced with
contour and conical nozzles. The effect of nose bluntness on the pressure
distribution of a blunted cone in inviscid hypersonic flow was clarified by
taking into account the viscous induced pressure included in the experimental
results. The inviscid pressure coefficient obtained in experiments in the NAL
gun tunnel and the NAL hypersonic wind tunnel was correlated with the blast-
wave-type parameters C0 /Cp cone and (nc2/V D) / (xn/dn) in order to compare it
with the numerical inviscii flow pressure distributions 6,7).

Fig. 3 NAL gun tunnel.
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Fig. 4 Heat-transfer rate distribution along stagnation line of cylinder
after shock-impingiment. ( Flow model, Type IV by B. Edney )

It was also found that the pressure distribution on models tested ia a
flow produced with a conical nozzle was appreciably different from that on
models tested in a flow produced with a contour nozzle, but they show good
agreement with each other when harmonized by the source flow correction method
based on experimental data of pitot pressure distribution in a conical-nozzle-

produced flow 5,6).

The heat transfer rate behind backward facing steps in laminar high Mach
number flows has been measured and discussed at various laboratories including

the NAL. J. Rom summarized these results of the peak in heat-transfer using
the ratio of the boundary layer thickness to the step height, hVReL/L 13u15"

A typical example of results obtained in the heat-transfer experiment on
shock impingement, which is now being conducted at NAL, is shown in Fig. 4.

This is a schlieren photograph corresponding to a flow pattern that a supersonic

jet flow almost normally impinges on the surface of a cylinder, that is, Type

a IV as defined by B. Edney. The peak heating rate nondimensionalized with non-
interference one is higher than that in any other flow pattern. The most

significant parameters governing the heat-transfer rate distribution and peak
value are considered to be the length and width of a supersonic jet in this
case. Another flow pattern, where a shear layer impinges on the body surface

Vobliquely with an oblique shock wave, is called Type I. Distributions and peak
*values of this type are considered to be influenced mostly by the length, angle
ai and turbulence level of the impinging shear layer.

NEW OPERATION METHOD FOR SHORT DURATION WIND TUNNEL

The new operational method using a large-orifice plate and high speed
valves is outlined as follows with reference to Fig. 5. The wind tunnel opera-

tion is begun by opening the 1st high speed valve (l-H.S.V.), which is installed
wbetween the tubes. When using a large-orifice plate, the test gas in the driven

tube is h.ated employing shock compression for two or three steps and stagnation

conditions in the wind tunnel are quickly stabilized. After the stabilization,
the 2nd high speed valve (2-H.S.V.), which is installed in front of the nozzle,

is used to release only the heated test gas into the test section of the tunnel.

Fxperimental Aporatus Y

. Nhe NAL gull ttrnnel 4) was used to test the practicability of the method.

The driver Lube of Lhe tunnel is 17 cm in internal diameter and 2 m in length.
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Fig. 5 Gun tunnel and its operating system.

It can withstand up to 200 kg/cm 2 . The driven tube is 7 cm in internal diameter
tand 7 m in length. A conical nozzle of M=8 with a half-angle of 544

' was used
in the present experiment. The throat diameter of the nozzle is 13 mm and the4 exit diameter is 17.9 cm. A vacuum chamber of 14.5 m 3 in volume including the
test section, is evacuated up to a few PHg by means of a 1,250 mi/hr mechanical

I booster pump backed by a 6,500 I/min rotary pump.

~While the high speed valve studied by Oguchi, et al 16), has an auxiliary
t free-piston and electro-magnetic valve to move the main piston, due to the lim-

i ited room available and for the sake of simplicity, we chose to use a hand valve
to move the piston. The room available for the I-H.S.V. is 100 mm long with an

I internal diameter of 140 mm.

While the construction of the valve is complex, the flow path from the
driver tube to the driven tube covers only 30% of the cross-sectional area of
the driven tube. The sketch of the l-H.S.V. is shown in Fig. 6.

compressed air orifice ate

driver tube end' '

Fig. 6 Schematic of the lt high speed valve.

The 2-H.S.V. which was manufactured for our test is illustrated in Fig. 7.
The valve has a metallic rotor in the same manner as a glass cock used in vacuum
instruments and a throat diameter of 15 mm against 13 mm of that of the nozzle.
The rotor with a pinion is able to rotate about 90 degree by means of a pressure
changeover unit and a piston with a rack. When tunnel stagnation pressure is

_
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compressed air

Fig. 7 Schematic of the 2nd high speed valve.

low, the 2-H.S.V. is operated with an electrically controlled pressure change-
over unit (l-P.C.U.). The l-P.C.U. is able to supply compressed air up to
10 kg/cm 2 to one side of the piston with a rack and release synchronously the
high pressure air contained in the other side. When the tunnel stagnation
pressure is high, the 2-H.S.V. is operated by a 2-P.C.U. backed by the l-P.C.U.
The 2-P.C.U. can supply more highly compressed air, which is led from the driven
tube during the tunnel operation.

Stabilization of Tunnel Stagnation Conditions

In this section of our paper, we describe the tests that were made to
determine the usefulness of an orifice with a large area. The gun tunnel was
operated with the diaphragm as well as the conventional gun tunnel operation
and at the initial pressure ratios, P4 /PI = 6156. Dry air at atmospheric
pressure and room temperature was used for the initial condition of the driven
tube. The nozzle throat was closed during these experiments. Plates having
orifices of O.A1'A A area were tested.

Fig. 8 shows the pressure traces which were measured at the end of the (
driven tube. If we ignore the peak at the beginning of the pressure traces
with a piston in Fig. 8-a), there is no substantive difference between those
of a) and b) with the same orifice area. The results shown in Fig. 8 were
obtained by operating at an initial pressure ratio of 80. Though the initial
pressure ratio was changed through a range of 6 to 156, an orifice plate with a
constant area produced similar pressure traces for all initial pressure ratios.
Even though there were considerable fluctuations in the pressure traces, the
tunnel stagnation pressure was stabilized instantly in this wind tunnel when an
orifice with an area of 0.6A1 was used. The fluctuations depend on the volume
ratio between the driver and driven tubes, and decrease as the value of the
ratio increases. Therefore, if we use a wind tunnel with a high volume ratio,
the tunnel stagnation pressure will be more easily stabilized by employing
shock compression for one step using an orifice plate of a suitable area.

The pressure traces obtained using an orifice of 0.3A1 were stabilized
after two steps and obtained steadier conditions than those for an orifice of
M.A I . When the volume ratio isn't as high as in the present wind tunnel, the
fluctuations of the pressure traces can be decreased through the use of a

medium-sized orifice such as Aor - 0.3Al. In this case, the test gas in the
driven tube is compressed for two or three steps, and the time required to
reach a stabilized condition increases as the number of steps increases.
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Fig. 8 Effect of the orifice area on the stabilization of the tunnel~stagnation pressure.

In the present method using a large-orifice plate, the test gas is com-
pressed and stabilized by employing shock compression for two or three steps.
However, if the compression ratio of the test gas isn't so high, the tunnel
stagnation pressure and temperature after stabilization can be calculated with
the following equations obtained under the assumption of isentropic compression.

PoI/PI = [k/(l+k).(P 4/PI)l/Y + (l+k-
1 ] .................... (1)

TI/T1 - [k/(l+k).(P 4/Pl)
IIy + (l+k)-l]y-l .................. (2)

where k is the volume ratio between the driver and the driven tubes, V4/V1 .
When making the above calculation, we found the experimental values of the
tunnel stagnation pressure and temperature to be in fairly close agreement with
the calculated values.

Performance Tests of the 2nd High Speed Valve

The wind tunnel was used to conduct performance tests of the 2-H.S.V.
Typical traces of physical quantities which show the tunnel and high speed
valve performance during the tunnel operation are illustrated in Fig. 9. It

* shows the result when the tunnel stagnation pressure is low and the 2-H.S.V. is
operated by the l-P.C.U. only as mentioned in the former section of this paper.
The dotted lines in Fig. 9 show the voltage supplied to the I-P.C.U. 8 is the
turning angle of the rotor of the 2-H.S.V. PO is the tunnel stagnation pres-
sure measured at 40 cm from the end of the driven tube on the upstream side.

P02 is the pitot pressure of the flow established in the test section of the
tunnel.

. .... . ....



4

1281 Soga and Wada

M Z 8 conical nozzle
Aorc 0.3AI7

90-70 P4 l 6 kg/cm2--
- _ Otheoretical

. flow duration,

supplied voltage
to t$ . . . - . . .

_ , open cls 'I I_
O-I __

0 50 t (msec) 150 200
Fig. 9 Typical traces of physical quantities during the tunnel operation.

Opening times of the 2-H.S.V. were measured from rise to the point where
pitot pressure and heat-transfer rate reached to steady states, as explained
in the next section of this paper. Fig. 10 shows the above opening times for
two performance tests. In one of the tests, the 2-H.S.V. is operated by only
the l-P.C.U., and in the other test, the 2-P.C.U. backed up by the I-P.C.U. is
used to operate it. As shown in Fig. 10, the actual opening times are only
4,5 msec in the low pressure range, and even if the tunnel stagnation pressure
is high they are below 10 msec. Therefore, the 2-H.S.V. installed in front ofIl
the nozzle is of practical use. These values can be reduced by the choice of
the suitable internal diameter and length of the high pressure air tube con-
nected to the pressure changeover units.0

2nd. PC CU

00 Ist. P.C.U.
0 Poi (kg/cm ) 100

Fig. 10 Opening time of the 2nd

high speed valve.

Diagnoses of the Flow Established in the Test Section

As has already been mentioned, typical pitot pressure trace was shown in
Fig. 9. The effect of the initial pressure ratio on the pitot pressure of the
flow is shown in Fig. 11. The gentle slope in the region of initial pressure
ratios in excess of 16 is due to boundary layer g:owth on the nozzle wall sur-
face. The steep slope in the region below 16 is regarded as the effect of air
condensation 17. To confirm this, the flow static pressure and temperature,

which were calculated from experimental results, are shown in Fig. 12, in com-
parison with the onset line for air condensation 18). The solid line, which
shows the relation between the static pressure and the temperature, crosses the
onset line around P4/Pl-16. Therefore, even if there is a 2-H.S.V. in front of
the nozzle, the flow in the test section is considered to be normally estab-
lished in the tunnel operation region without condensation.
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Fig. 11 Effect of the initial pres- Fig. 12 Air flow condensation.

sure ratio on the pitot
pressure of the flow.

To diagnose flow stagnation temperature and flow duration, a two-dimen-

sional cylinder, 30 mm in diameter, was installed in the test section. The
stagnation point heat-transfer rate of this cylinder was measu ed with a tech-
nique which uses thin-film thermometers and analog networks 14. Fig. 13 shows
a typical record of the heat-transfer rate which was obtained using an orifice
plate without a piston.

A. The heat-transfer rate is explained as follows, referring both to experi-
mental results obtained using a nozzle-like orifice block without a piston and
the orifice plate with a piston. The heat-transfer rate trace shown in Fig. 13
is divided into constant, steep and gentle slope regions.

40-
0 a conical nozzle

90 - o &JI teoeiai •

o- ' PI I ab o

0
0 so t (MSOC/ /s02

Fig. 13 Typical trace of stagnation point heat-transfer

rate of the cylinder.

1) Constant Heat-Transfer Rate Region: The duration of the constant
heat-transfer rate region does not depend upon the configuration of the orifice
plates and the piston, but only on the operation condition of the tunnel. The

tunnel stagnation temperature determined from the heat-transfer measurement
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gives almost the same value as the temperature measured directly by the
thermocouple.

2) Steep Slope Region: Although the heat-transfer rate traces in all
cases are similar to each other, there is a slight difference in gradient.
Therefore, the steep decrease of the heat-transfer rate trace is considered to
be due to the compression process of the test gas and to the fact that the
heated test gas loses some of its heat to the driven tube wall. The effect on
the heat-transfer rate of gas mixing between the test gas and the driver gas
isn't large in this region.

3) Gentle Slope Region: The gentle slope of the heat-transfer rate
trace is due to driver gas, because the value of heat-transfer rate using a
piston is zero in this region. Therefore, the heat-transfer rate in the gentle
slope region is due to the effect of heat-transfer from driven tube wall to
driver gas. In Fig. 14, the flow duration in which a constant heat-transfer
rate is maintained is compared with the flow duration that is defined by pitot
pressure measurements with a piston.

The flow duration obtained from heat-transfer measurements is about 60n,70%
of the ideal. Its decrease seems to be due to a compression process of the test
gas in the driven tube. The piston did not affect the flow duration in the
present experiment.

V,: 2.7x10 2m3(7cm~x7m) f
A*: WV3x0 4 M2(13mm4 )

100- "\ P =latm

=from rt =, 2970K
-constantPoj theoretical

-. with p.ton- - value

0I
from constant q0 Iwithout-piston~u/,

10 L I I I JI l I I
I 0 P4/P1 100

Fig. 14 Flow duration.

CONCLUSION

L |As expected, the results of the preliminary experiment showed that the
present method is very useful for construction and operation of a large-scale
short duration wind tunnel. The exclusion of the diaphragms and the piston not
only enabled us to make a large-scale wind tunnel but also to eliminate dust in
the flow. By using a large-orifice plate together with high speed valves, early
stabilization of tunnel stagnation conditions and a steady flow in the test
section was achieved. The use of high speed valves to replace the diaphragms

-i and the elimination of the piston enabled us to reuse both the states of high
- pressure in the driver tube and the partially evacuated pressure in the dump
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tank after the tunnel operation. Therefore, the tunnel reset time was reduced
dramatically. The effect of a piston on the performance of the tunnel was
negligible.

On the basis of the above results, we are planning to construct a large-
scale shock tunnel to do research on a hypersonic flow having a Mach number of
15. The tunnel will consist of a spherical high pressure chamber of 10 m3 which
can withstand air pressure of 300 kg/cm 2, an electrically heated driven tube
25 cm in diameter and 20.5 m in length and two spherical vacuum chambers of
1,800 m 3 .
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CURRENT STUDIES AT CALSPAN

UTILIZING SHORT-DURATION FLOW TECHNIQUES

Michael G. Dunn

.' Aerodynamic Research Department
Calspan Advanced Technology Center

Buffalo, New York 14225

A brief review of current shock-wave related research projects
within the Aerodynamic Research Department at the Calspan
Corporation is given. The subject areas discussed are di-
vided into three basic groups: (1) Application of conven-
tional shock-tube/shock-tunnel techniques to obtain heat-flux
distributions on flight vehicles, to study transonic shock/
boundary-layer interactions, and to obtain rate-coefficient
measurements; (2) Relatively new applications of establishedII
shock-tube/shock-tunnel techniques, and (3) Discussion of
new techniques specifically developed to improve the accu-
racy of shock-tunnel simulations.

1. INTRODUCTION

Research utilizing shock-tube/shock-tunnel techniques has been an active
area of interest at Calspan for many years. The intention of this paper is to
review on-going projects which can be conveniently dividLd into three groups as
noted in the abstract. Included in the discussion of Group I is: a description
of a shock-tunnel measurement program designed to obtain heat-flux distributions
for a pod to be mounted on the top of the space shuttle vertical tail, an exper-
iment that uses a large-scale Ludwieg-tube apparatus to obtain data relevant to
the fundamental description of the transonic shock/boundary-layer interaction
phenomena, and a shock-tube measurement program designed to obtain the reaction
rates of the chemical processes in high-temperature reactions involving boron,
fluorine, hydrogen and oxygen-bearing compounds.

Two on-going experiments are discussed under Group 2: first, an experi-
ment which uses existing shock-tunnel technology and transient test techniques
to obtain heat-flux and pressure distributions for a gas turbine with the wheel
rotating at operational speeds; second, a Ludwieg-tube program designed to im-
plement a laboratory experiment to obtain fundamental data for the transient
response of a turbofan engine when the machine is subjected to a simulated
blast-wave environment.

The items composing Group 3 involve new techniques designed to improve .
the capability for obtaining accurate simulations and measurements in a shock
tunnel. These include a description of new heat-transfer gages developed to
measure rough-wall heating and a description of a technique to simulate the flow
about a highly blowing nose tip.

2. CONVENTIONAL SHOCK-TUBE/SHOCK-TUNNEL INVESTIGATIONS

2.1 SPACE SHUTTLE HEAT-FLUX MEASUREMENTS: NASA plans to mount a scanning
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infrared detector on the tip of the vertical tail of a future Space Shuttle
Orbiter vehicle. The purpose of this sensor is to measure surface temperatures
on the leeside of the orbiter wings and fuselage during entry. Before this ex-
periment can be installed on the Shuttle, the sensor-pod design must be certi-
fied as adequate to withstand the aerodynamic forces and heat transfer associ-
ated with the entry phase of the Shuttle orbiter. The vehicle will be flying
at angles of attack of 400 with the pod in the wake-like flow on the leeside of
the vehicle. This flow also contains shock waves generated by the wings and the
vertical tail.

A 0.0175-scale model of the orbiter has been instrumented with 92 thin-
film heat-transfer gages located on the pod and on the vertical tail, Fig. 1.
The hemispherical dome of the pod, although only 0.375-inch diameter, contains
39 miniature gages as shown in Fig. 2. This model is being tested in the 48-
inch and 96-inch Hypersonic Shock Tunnels at Mach numbers from 8 to 16, Reynolds
numbers from 5x104 to lx10 7 per foot, and angles of attack of 30, 350 and 400.
The results of this test are currently being analyzed with respect to the pod
design. A preliminary correlation of heat-transfer data obtained on the verti-
cal tail with data measured on the first flight of the Columbia show very good
agreement.

2.2 TRANSONIC SHOCK/BOUNDARY-LAYER MEASUREMENTS: Serious problems have been
encountered in the scaling of transonic wind-tunnel data to full scale when deal-

j. ing with shock wave/boundary-layer interactions (SBLI). A program of research
was initiated at Calspan which centered around a simulation experiment performed
in the large Calspan Ludwieg Tube 1-3 .

The Calspan Ludwieg Tube is a large scale, upstream-diaphragm facility.
The supply tube is 60-ft long and has an inner diameter of 3.5-ft. For tran-
sonic studies, a perforated nozzle housed within a large dump tank, 8-ft in
diameter and 60-ft long, is used. The perforated nozzle is contained within the
evacuated dump tank, and during the experiment, sonic outflow through the walls
expands the nozzle flow to low supersonic Mach numbers. Selective coverage of
some of the perforations 

permits streamwise variation of the Mach number.

flat-plate shock-holder assembly shown in Fig. 3 completes the apparatus used inI i the SBLI experiments. This assembly was designed with the objective of simulat-
ing the flow through a normal shock wave standing on an airfoil at nearly full-
scale Reynolds number. The turbulent boundary layer approaching the shock is
developed on the flat plate that spans the transonic nozzle, and the interaction
is generated in the shock holder by choking the flow at its exit. In all exper-

* iments, an airfoil type pressure history was imposed upon the boundary layer
approaching the shock.

The duration of steady test flow in this facility is approximately 95 ms.
A steady boundary layer is established in the model after a transient starting
process of about 15 ms duration. During the starting process, the choking flap
sends a wave system upstream through the shock-holder channel. Stationary shock
structures lasting 6 to 25 ms have been obtained. Most of the measurements are
made using pressure probes together with fast-response pressure transducers.
In addition, skin friction is measured directly by using flowing element bal-
ances with a fast-response piezoelectric pick-up. These Calspan-developed skin-
friction transducers have a 0.252-inch diameter sensing surface and can measure
shearing up to 0.02 psi. The output of all transducers is fed directly to a
high-speed data acquisition and processing system4 designed to satisfy the spe-
cific requirements of short-duration test facilities. Visualization of the
shock structure is obtained by schlieren movies and pictures of the flow direc-
tion at the model surface are obtained by wool tufts.

2.3 SHOCK-TUBE MEASUREMENTS OF SPECIFIC HBO2 ND OBF REACTION-RATE
COEFFICIENTS: One goal in the area of high-temperature chemistry research

is the development of reliable predictive codes for the chemical processes andsubsequent radiation from high-temperature reacting gases. Important input re-

quirements include the chemical kinetic data which govern species production

•- .
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and removal processes in a reactive environment. For many years, research pro-
grams at Calspan have provided a quantitative data base on the spectro-
radiometric signatures of molecular species of particular interest within the
radiation/kinetics community. Molecular band locations, band shapes and spec-
tral intensities have been measured in such studies5 .

The objective of the on-going research is to determine selected rate co-
efficients for selected B-O-H-F species. In particular, radiometric measure-
ments have confirmed the predominant importance of the HBO2 and OBF band
contributions in boron-containing mixtures. The present study comprises reaction-
rate measurements for the primary chemical processes affecting the formation
and depletion of HBO2 and OBF. A shock tube is employed, wherein the reactions
of interest are monitored behind the reflected shock, using selected in.tial mix-
ture preparations involving diborane (B2H6) and 02, and boron trifluoride (BF3)
and 02, in diluent argon. The argon diluent ensures that both isothermal and
thin-gas radiation conditions prevail.

The radiometric signatures of selected reactant and product species are
monitored in both the short wavelength (<5,mm) and long wavelength (6-10.m)
infrared spectral regions. Three independent optical lines of sight are located
at a common station in the shock tube. A schematic of the shock tube and IR in-
strumentation deployment is shown in Fig. 4. Also included in the figure is an
illustrative radiometer record of the detected inband radiance of the 5sm band
of HBO2 (B=0 stretching vibration) in the reflected-shock region. The inband
radiation of other reactant and product molecular species is similarly monitored
during the experiments, by means of appropriately selected IR filters.

3. NEW APPLICATIONS OF SHOCK-TUBE/SHOCK-TUNNEL TECHNIQUES

3.1 HEAT-FLUX MEASUREMENTS FOR GAS TURBINE ENGINES: The ability to predictI accurately the heat-flux distributions for various engine components is an im-
portant consideration in gas turbine engine design. Many different facilities
are currently being used to perform turbine related studies. The test apparatus
currently being used at Calspan (Fig. 5) provides an experimental capability
fitting between the well known cascade-type facility and the full-scale engine
facility. Heat-flux and pressure measurements have been obtained at Calspan
using state-of-the-art shock-tube technology and well established transient-test

techniques. These measurements were performed for a full turbine stage of the
AiResearch TFE 731-2 engine. This work is an extension of earlier measure-
ments 6f7 , obtained for a single stator stage in the absence of a rotor.

The modified shock-tunnel apparatus sketched in Fig. 5 consists of a 40-ft I
long driver tube and a 50-ft long driven tube driving a test-section device
mounted near the exit of the primary nozzle. The model containing the turbine
stage consists of a forward transition section with a circular opening facing
the supersonic primary nozzle flow. The circular opening is followed by a
complete 360 0 -annular passage containing the nozzle stator, the rotor, and the
shroud. The orifice plate is used to set the mass-flow rate through the device
and thus to set the exit Mach number of the stator nozzle. The stator contains !
approximately 58 heat-transfer gages, and the rotor airfoil is instrumented as
follows: pressure surface (12 gages), suction surface (7 gages), and tip (2
gages). Pressure transducers were installed in the test model from the entrance
section to the orifice plate in order to obtain detailed data on the starting
process and the stage performance.

The temperature vs time histories obtained from the thin-film heat-
transfer gages located on the rotating airfoils (wheel speed is 27,000 rpm at
100% physical speed) are transferred to tape recorders by use of a slip-ring
system. The high-frequency data associated with rotor-blade passage through the
stator wakes is an important part of this program. The recorder was operated so
as to sample at 2Asec intervals with typical passage times through a stator
wake being on the order of 50 to 80.Msec, depending on rotor speed. A 2.A sec
sampling rate provided many data points during a typical blade passage8 .
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surface topography of sand-grain roughness. The second type of gage used in
this study is a rough calorimeter gage shown in Fig. 9. Both types of gages
are employed in the rough-wall heating studies and the results are found to be
in excellent agreement.

4.2 MASSIVE BLOWING FROM THE HEAT SHIELD DURING JOVIAN ENTRY: Ablative heat
shields have been used successfully to achieve thermal protection for vehicles
entering the earth's atmosphere for the past two decades. Convective heating
is the principle source of energy and the resulting rate of ablation is such
that the nondimensional mass loss from the nosetip (ff/ pi,) seldom exceeds
0.3. The high-energy entry into the atmosphere of Jupiter, however, represents
a different class of problem. High-speed entry into a H2/He environment results
in extremely large, radiative-heating rates that are combined with relatively
small convective-heating levels. Under these conditions, the rate of mass
addition from the ablative heat shield is such that mass-addition rates ap-
proaching 70% of the mass flux in the free stream can be attained.

A porous nosetip used in the Calspan shock-tunnel massive-blowing studies"
simulating Jovian reentry is shown in Fig. 10. The injectant was bled into the
flow from a large number of slots in the surface of the model that were fed from
eight separate reservoirs which were connected through fast-acting valves to
eight concentric zones in the nosetip. By adjusting the relative pressure
levels in the reservoir, it was possible to control the distribution of injec-
tant from the nosetip. The model was instrumented with thin-film heat-transfer
and pressure gages. The model was calibrated to determine the discharge co-
efficients of each zone of the model for N2 , C02, CF4 and SF6 injectants. For
the test conditions used, it was possible to generate nondimensional blowing
rates (ia//.U.4) from 0.1 to 1 through the model. Much of the testing was con-
ducted with a CF4 injectant. Using CF4 with an 80% H2/20% He, the freestream
closely simulated the molecular weight ratio anticipated for the Jupiter missio:.
High-speed schlieren photography was also used to examine the structure and
stability of the shock layer.

The high Mach numbers in both the test media (80% H2/20% He) and the drive:
gas (heated H;) made the gen;ration of long run times in an impulse facility
herently difficult. To maximize the test time, the shock tunnel was operated
with a low incident-shock Mach number (Mi=2). After a rapid and clean start,
steady-flow duration of over 4 ms was obtained. The subsequent tests demon-
strated that this time was more than two times longer than the duration requir- :
to establish steady flow over a highly blowing nosetip. The experimental studcid<
demonstrated that for a given mass-injection ratio, increasing the molecular I
weight of the injectant increases the stability of the shock layer.

REFERENCES

I. Vidal, R.J., Wittliff, C.E., Catlin, P.A. and Sheen, B.H., "Reynolds
Number Effects on the Shock Wave-Turbulent Boundary-Layer Interaction
at Transonic Speeds", AIAA Paper No. 73-661, AIAA 6th Fluid and Plasma
Dynamic Conference, Palm Springs, CA, 16-18 July 1973

2. Padova, C., Falk, T.J. and Wittliff, C.E., "Experimental Investigation
Similitude Parameters Governing Transonic Shock-Boundary Layer Inter-
actions", AIAA Paper No. 80-0158, AIAA 8th Aerospace Sciences Meeting,
Pasadena, CA, 14-16 January 1980

3. Padova, C., "Transonic Separation", Calspan Rept. No. AB-5908-A-1,
March 1981 f

4. Wittliff, C.E., Pflueger, P.G. and Donovan, P.J., "A High-Speed Digital
Data Acquisition System for Short-Duration Test Facilitiesll,LInter-
national Congress on Instrumentation in Aerospace Simulation Facilitie, ..
Monterey, CA, 24-26 September 1979

5. Boyer, D.W., "Shock-Tube Measurements of the Band Strengths of HBO2 and
OBF in the Short Wavelength Infrared", JQSRT, Vol. 24, No. 4, pp. 269-:K.
1980

.4
P.. 4



4

Calspan Short-Duration Flow [351

3.2 NUCLEAi, BLAST RESPONSE OF AIR BREATHING PROPULSION SYSTEMS: A program to
evaluate nuclear blast response of airbreathing propulsion systems is an ongoing
effort at Calspan. The engine used in the experiments described here was the
Williams Research Corporation F107-WR-400.

The basic Ludwieg-tube facility, around which this technology program was
developed is described in Section 2.2. In order to convert the existing facility
to one that could be used to determine the blast-wave response of airbreathing
propulsion systems, several modifications were necessary. An important re-
striction on the generation of shock waves that are to be directed into the
engine is that the flow environment must be free of foreign particles. It was
thus necessary to modify the facility as shown in Fig. 6 so as to incorporate a
driver technique9 - 1 consisting of an actuating chamber and a flexible diaphragm
in order to create an appropriate shock wave. This chamber is initially pres-
surized to a static pressure approximately 2 to 5 psi in excess of the Ludwieg-
tube driver supply tube in order to seal the flexible diaphragm against the
shock-tube flange and support grid. The sketch shown in Fig. 6 illustrates that
two additional tubes, in addition to the actuating chamber, were added to the
facility in order to perform the desired experiments. The shock wave is initi-
ated in the small diameter tube-by rapid removal of the flexible diaphragm from
the tube entrance. This is accomplished by venting the actuating chamber to
the outside away from the engine by rupturing a mylar diaphragm using an air-
operated knife.- A shock wave is then formed in the, 10-inch diameter tube (d)
and progresses on to the larger diameter tube (D) where it weakens and is
eventually directed into the operating engine. For steady-state operation of
the engine prior to initiation of a shuck'wave, the engine draws its supply air
through the annulus bounded by the two tubes of diameters d and D as shown in

Fig. 6.

Figure 7 is a sketch of the engine located in the 8-ft test section. In
order to utilize the existing shock tubes, it was necessary to design and con-
struct a bypass duct illustrated in Fig. 7. The cross-sectional area of the by-
pass was maintained constant at the shock-tube value from the inlet entrance to
the perforated plate. For these experiments, a forty-probe dynamic-pressure
rake was located just upstream of the first-stage fan to determine fan-face
distortion. In addition, total-pressure measurements were obtained at approxi-
mately 44 other locations within the engine.

Measurements were performed with two inlet configurations and with the
engine at 00 and 200 angle of yaw. Experimental results were obtained for
equivalent blast-wave overpressures from 1.0 to 2.5 psi. For each of these over-
pressures, measurements were obtained for engine speeds from 0% to 100% of
maximum speed.

4. NEW INSTRUMENTATION AND TECHNIQUES

4.1 SHOCK-TUNNEL INSTRUMENTATION FOR ROUGHNESS EFFECTS IN HYPERSONIC FLOW:

Recent Calspan shock-tunnel studies 12 of the aerothermal effects of
surface roughness include detailed measurements of skin friction, heat transfer
and pressure on highly-cooled su:--races in high Reynolds-number hypersonic flow.
Configurations were chosen to simulate the flow over a nosetip so that boundary-
layer transition, entropy swallowing and surface roughness could be studied
either separately or in combinations. The studies were conducted at Mach numbers
from 8 to 13. Skin-friction measurements were made on both rough and smooth

configurations using the skin-friction transducers shown in Fig. 8. The rough-
ness was bonded to the diaphragm of each transducer to form a rough surface in
which the particles were packed as closely as possible without creating a multi-
ple layer. A similar surface was molded into two types of heat-transfer gages
developed for use in these studies.

A thin film "S" gage has a sensitive element composed of a platinum film
that is sputtered uniformly onto a glass substrate which is molded into the
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ABSTRACT

The concept of the Space Shuttle orbiter's thermal protection system
S (TPS) is based on reusable tiles of various shapes and sizes, but none

exceeding 8 inches. The tiles are top-coated, but the sides (edges) are not
S thermally protected and are susceptible to damage from aerothermodynamic

f heating. Such a problem occurs when large air-mass flows, created by local

hi pressure gradients, circulate into the tile gaps.

A typical problem is a pressure gradient created during entry by body
flap deflection. After a brief description of how the problem affects the
Space Shutde orbiter, a theoretical and experimental review of the
phenomenon in which the major parameters involved in gap heating are
discriminated and analyzed is presented in Section 1. In Section I1, a review
of well-known classical myods to resolve the gap aeroheating problem in
the presence of a pressure gradient is presented, and a few solutions arecomputed to assess the sensiiivity of each one.

Starting with a basic relationship (called "eyeball" because of its
simplicity), Section III follows the results obtained up to the most modern
engineering approach. It shows that, in all of the cases calculated, there is
too little confidence to apply the results to the orbiter without serious

-structural penalties, such as increased weight from gap fillers used to stop the

flow of air into the tile gaps.

Section IV presents the solution obtained by using the most

appropriate method, based upon the solution of the Navier-Stokes equations.
There is excellent correlation with wind tunnel data. The application to four
trajectory time points shows that most of the conservatism introduced
because of the uncertainties of the approximate solutions (Section II1) can
be disregarded. No correlation of this "exact solution" with the simple
pre-established relationships has been found, which indicates that more
parameters than expected could be involved. However, an after-the-fact,
semi-empirical engineering solution that fits the Navier-Stokes solution with
good agreement was established.

1411
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INTRODUCTION

The TPS of the Space Shuttle orbiter consists of some 35,000 reusable surface insulation (RSI)

silica tiles bonded to an aluminum alloy structure. The bonding of these delicate tiles requires

extreme precautions, and damage to tiles is to be expected. Furthermore, during flight, friction and

convection from the hot and highly energetic flow field surrounding the spacecraft are likely to

create severe problems for the TPS system. These two main factors were independently well known

when the TPS concept was defined. However, it was not until later that the coupling of the pressure

gradient (or skin friction coefficient gradient) with the heat fluxes into the tile gaps was found to

be a crucial test for the TPS.

The purpose of this paper is to present the problem for a typical location where high pressure

gradients exist during entry, i.e., the bottom fuselagr onder the influence of body flap deflection.
Once the problem is defined, the impact of quick and approximate solutions is assessed, showing a

very heavy penalty. A more rigorous solution, whose excellent correlation with experimental data

is promising for flight application, is then introduced. The results of the Shuttle's first flight, STS-1,
have proven that the heavy burden resulting from the approximate solutions was unnecessary.

I. THE INFLUENCE OF PRESSURE GRADIENT ON TILE GAP HEATING

aThe Space Shuttle orbiter has a complex geometry, and no exact solutions are presently
available to compute the flow field surrounding the vehicle during flight, making it impossible to
predict the actual aerothermodynamic environment with a single program code. Instead, a step by
step approach is followed using Descartes' methodology. First, an aeroheating environment is

defined assuming the orbiter is a smooth body (no gaps, steps, or cavities). Then, the influence of
"roughnesses" is added on.

Figure 1 shows a typical distribution of orbiter isotherms computed for a smooth surface, and
Figure 2 shows the actual orbiter and its tiles. Strong pressure gradients will allow the flow to
circulate throughout the many tile cavities and gaps; some of the wall temperatures are already

marginal, and, therefore, problems are to be expected.

Figure 3 shows the thermal insulation as it exists and the tolerances presently allowed for gap

criteria. Actual size panels of different tile combinations have been tested in NASA's Ames
Research Center (ARC) tunnels under pressure gradients similar to those encountered in flight, and
a parametric study has shown that it is a combination of pressure and pressure gradients that is
producing excessive gap heating. This can be understood when one considers that a driving pressure
is necessary to pull the flow through the minigaps of the structure. It should be noted that the
pressure gradient can be either positive or negative.

Figure 4 summarizes the analysis and the correlation and its application to the Space Shuttle.

A coefficient, G, combining the pressure gradient and the driving pressure has been defined, and its
influence on the gap heating with and without pressure gradient is shown in Figure 5 as a function

of the gap depth for a 0.030-inch gap width. In the range of interest, the gap heating rates can
increase by more than one order of magnitude. Furthermore, since most of the tile sides are not
coated, excess heat rates and, thus, heat loads of such an extent will have catastrophic results on the
strain isolator pad (SIP) and structure.

L .. "' .
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IL INFLUENCE OF BODY FLAP DEFLECTION ON FLOW SEPARATION

This section describes the influence of body flap deflection on gap heating. The geometry of

the bottom fuselage with its body flap deflected can be compared to a curved plate with
a downstream wedge (see Figure 6). Shock waves are generated at separation and reattachment,
producing a strong rise in static pressure. Two strong pressure gradients, both positive, are present,
separated by a so-called "plateau pressure." Each gradient is driven by a different pressure level and
will provide different values for G. The analysis will focus on the determination of the aeroheating
pressure coefficient, G, created by such a configuration. It must be remembered that the subgroup
[dp/dx V/P l] is of interest, and not only the pressure gradient.

Figure 7 shows the sensitivity of the pressure rise p = (p2 /pl) as a function of a parameter such
as wedge angle, Reynolds number, or temperature ratio (wall-to-total) at a given Mach number for a
laminar separation. (Laminar flow is studied here because peak heating occurs during this flow
regime.) Because of the nature of the parameters playing major roles in the analysis, it was
suggested that the boundary layer displacement thickness, 6*, would be a plausible factor in the
calculation of the dx, and an empirical analysis showL. that dp/dx could be, for sample cases,
approximated by dp/dx = (P2 - P)/ 10 6*. The choice of 10 times 6* has been determined
by empirical analyses based on a significant amount of experimental data for wedges and cones.
These data, available upon request, are limited to supersonic Mach numbers below MNo = 6.0,
where no real gas effects behind the shock exist.

Il. CALCULATION OF THE AEROHEATING PRESSURE GRADIENT COEFFICIENT

This section presents the results of an approximation of dp/dx. It is assumed that the flow
reattaches at the trailing edge of the body flap (see Figure 8). Selecting a given position, X/L,
of separation on the bottom fuselage and assuming a 2-D wedge flow, the pressure rise through
the shock is easily computed as a function of the body flap deflection angle, and 6* is obtained
by some well-known relationship (see Figure 9).I In the present analysis, the integral technique is used. A computer program for HP 9020 has

been written using the aerodynamic parameters derived from Rockwell International's aerodynamic
heating program so that the resulting G's will be consistent with the aeroheating analysis. The
results of the integral technique (6*) have been compared with finite difference solutions for a few
trajectory times and was shown to be adequate for this type of analysis.

Figure 10 presents the variation of the G coefficient for two extreme trajectories vs. entry time
for a given location of separation, X/L = 0.9. It can be seen that the influence of the trajectory
is meaningless. The influence of the separation location (0.5 < X/L (0.9)) is analyzed next
(approximation 1). The flow model is presented in Figui.. 11. Again, the flow is supposed
to reattach at the trailing edge of the body flap, but separation onset is arbitrarily set at given
X/L locations. The farther upstream the separation, the weaker is the shock created and the higher
is the G coefficient. (In this analysis, large G's mean weak pressure gradients.)

As expected, the G coefficient is shown to be a significant parameter ana its determination
could be improved. (That is the reason the results are not presented here but are available
on request.) The influence of the body flap deflection angle illustrated in Figure 12 is shown to be
insignificant in the range of deflection to be used during entry. Increasing the body flap deflection
angle increases the shock strengths and the plateau and reattachment pressures, but the results are

hardly noticeable because of the limited deflection range (14.6 i 6ws cou20.6).

__ ~ A better approximation (No. 2) is proposed to define more accurately the only unknown
as yet, th separation onset location. An iterative process is used, and of the restrictive assumptions

--'-.s-:k tincluded (perfect gases, flat body, etc.) only th ekheating trajectory point was computed
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(i.e., T = 850 seconds) because of the rather long calculations involved. The results, presented in
Figure 13, show that separation onset would occur as early as X/L = 0.74, or, to be more specific,
all tiles downstream of the main landing gear would experience excess gap heating problems from
peak heating to landing as early in flight as T = 800 seconds.

Gap filler would be required for several thousand tiles with dramatic consequences such as
increased weight, increased labor costs, and significant launch delay. This solution would involve
336 inches of the fuselage's length (0.26 x 1,293), or approximately 72 rows of tiles, most of
them on the wing.

This approach was dropped because of the lack of credibility of the assumptions involved.
However, the problem was so critical and the flow field mechanics so poorly known that a new
approach had to be defined. What was learned in the approximate and sometimes crude analysis is
summarized in the following.

1. Trajectory is not influenced. Between the "weak" STS-1 and the design trajectories, the
aeroheating pressure gradient coefficients are almost identical.

2. Severe G's are encountered as soon as separation occurs, regardless of the separation angle
and the upstream Mach number.

3. In the calculation of pressure gradients, the 10 times V* has not been justified for the
orbiter boat tail configuration within the range of flight encountered. The comment
applies to the 10 as well as the 8*. All analysis based on these two coefficients have
shown severe aeroheating from pressure gradient, causing severe penalties for the TPS.

4. The uncertainty in the prediction of the separation onset is another crucial parameter.
The one approximation used in this paper has shown that almost one fourth of the
fuselage would require gap filler. However, the assumptions used in the deviation of the

I' analysis are very restrictive and permit the repetition of the conclusions of this approach(cost, weight, delay).

5. A quantitative analysis not presented here has shown that the case of a 2-D flat
plate-wedge model was very conservative. It does not appear that the actual geometrical
shape could ever be included, but more recent step by step methods could include the

boat tail effect, which would significantly minimize the effect of the shock strength.

6. A general conclusion is that, even with the last (less conservative) analysis, pressure
gradients could create problems as early as T = 850 seconds during entry.

The need for more satisfying methodology is obvious.

IV. CALCULATION OF THE AERODYNAMIC HEATING PRESSURE GRADIENT

The only suitable theoretical approach is to solve the exact Navier-Stokes equations. Many
models exist but one of the most satisfying has been developed by NASA ARC. It can be modified
to include the boat tail geometry. Only one month was allocated for the analysis so the results
could be incorporated in STS-1.

The program was modified very quickly, and its first application was to existing oil flow wind
tunnel data (OH 25-B) where separation and reimpingement could be accurately defined. These
tests were run in the ARC 3.5-foot tunnel at Mae = 7.3 and several (Relft) and angles of attack.
A similar pressure test (OH 25-A) was available and provided the input conditions necessary to run
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the program. Six wind tunnel cases were analyzed: three angles of attack at 2 (Re/ft) each.
Figure 14 presents the results for a = 40 degrees (2 Re/ft), and compares theory with experiment,
The comparison is excellent for all cases analyzed and gives great confidence for the flight analysis.

Four trajectory time cuts were computed:

T = 500, 700, 900, and 1,200 seconds

The starting conditions such as P at X/L, 6, Me were defined theoretically. Convergence to the
exact solution should be quick, considering that the starting condition (X/L = 0.8) was selected
well upstream of the disturbance created by the onset of separation. The results are shown in
Figure 15. As expected [dp/dx /p1 is a significant function of time.

The very interesting feature of the solution is that separation occurs almost at the hingeline,
contrary to the previous approaches. It is assumed that the introduction of the boat taiJ shape into
the solution has provided the significant relief expected. With the prcsent results, only the two
rows of tiles upstream of the hingeline are affected by separation.

In order to assess the sensitivity of the parameters of the product [ /Pma dp/dxl, four

L different cases were computed for which all input parameters such as 8*, Cp, C, were
-dramatically changed. The results of this error analysis show that the G factor is only affected by

+-±7 percent when these parameters are modified (see Figure 16). This can be explained by ther fi extremely fast convergence of the present computer code. Even though the "starting conditions" at

X/L = 0.8 are voluntarily offrange, the program converges extremely fast to the correct solution,
and when separation occurs, the previous history of the flow has been damped and accounted for.

Accordingly, it was decided that only two rows of tiles upstream of the hingeline will be
affected by separation and, as a consequence, have their gaps filled. This is a dramatic improvement4 -when compared with the 70 or more rows of tiles previously incriminated.

During the Navier-Stokes analysis, a memo by Jimmy Carter of ARC was discovered and
analyzed. In this report, experimental data about pressure distribution on wedges in the separation
region at Mo up to 6.06 have been collected and plotted. The range of wedge angle is
5 < aw < 11 and the rangeof the Reynolds numberis 1.35 x 104 < Re < 1.01 x 105. X

After a transformation of variables based on the free interaction model, it is shown that, in the
P and X plane(P and X being defined in Figure 17), the scattering is reduced and all data points
seem to follow one single curve where a dP/dX = 1.8 can be easily identified.

The calculation of the coefficient G (x) can be made and compared with the Navier-Stokes
solution previously obtained by writing that

dX/dx
- dp/dx = dp/dP dP/dX dX/dx = 1.8 d-/d

dPfdp

with dX/dx, dP/dp and P and X =Oi [p, x, X, P*...] according to flight conditions and the free

interaction model. The results are presented in Figure 18. The correlation is impressive even thoughm the two logics are so widely different.

Flight test results are shown in Figures 19 and 20. It can be seen that no tile damage is visible
upstream of the hingeline. Figure 19 shows th. main landing gear door locations. Note the number

of rows of gaps to be filled.
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V. CONCLUSION

The conclusions are summarized below.

" No correlation has been found between dp/dx and any boundary layer thicknesses.

A statistical analysis has been conducted where 6, 6", and 0 were compared with the dx
in dp/dx as predicted by the Navier-Stokes solutions. As of now, no empirical or

mathematical relationships have been found. This could be because the various boundary
layer thicknesses are not related to the pressure gradient or other parameters (not yet
included) should be inserted.

" As for the G coefficient or [dp/dx \/ p] a good correlation exists between the free
interaction model and the solution of the Navier-Stokes equations. A simple computer
program has been written that can compute G for any trajectory within a few minutes.

" The location of separation onset is less severe for flight cases than for wind tunnel cases
at iso-Reynolds number (per length or per foot). This could be attributed to the fact
that the energy level (enthalpy) is much greater in flight than in the wind tunnel.

* Sophisticated solutions predict less severe separation onset and pressure gradient effects
than could be predicted by less rigorous analysis. It is assumed that these solutions are
based upon experimental wind tunnel data that are, as previously explained, more
conservative than flight data.

" It has not yet been possible to correlate quantitatively the flight data to the theoretical
predictions because not enough pressure data are available from flight to define a good

pressure variation and, thus, a good value of the pressure gradient.

" However, a good qualitative correlation exists for the prediction of the separation
location onset.
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Figure 2. Typical tile distribution on wind side fuselage
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CHEMICAL KINETICS STUDIED BY VACUUM-UV SPECTROSCOPY

IN SHOCK TUBES
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~The study of elementary chemical reactions at elevated

temperatures is greatly improved when the shock heating of a
reactive gas is combined with a very sensitive technique ofI,- species detection. Atomic resonance absorption spectrometry,

ARAS, is such a tezhnique. For example, it allows the de-
tection of relatively low concentrations of H and 0 atomsAbehind reflected or incident shocks. .

The generation of the absorption signals with a signal to
noise ratio on the order of 10 or better was found to re-qieinitial concentrations of only a few ppm of the re-

acting molecule. The advantages offered by such a low re-
actant concentration are obvious. The low initial concen-

I tration minimizes temperature changes caused by the heat of

reaction to a negligible scale. Thus, chemical reactions canIbe studied under isothermal conditions. In addition, the in-
terpretation of the process under investigation is often
greatly simplfied. As a result of the low initial concen-
tration, many oubsequent radical-radical reactions proceed
very slowly during the first 100 to 200 psec.

The paper includes a discussion of the necessary cali-
bration procedures for H and 0 atoms, as well as a survey
of some results which were obtained by the ARAS method.
Finally it contains also some information about the use of
strong vacuum-ultraviolet absorption bands of molecules
for obtaining additional kinetic information. However,
higher reactant concentration levels, on the order of
50 to 200 ppm, are necessary for such experiments.

1. INTRODUCTION

The combination of shock heating of a reacting gas mixture with a sensitive

technique for species detection offers great advantages for the study of se-
lected elementary reactions at elevated temperatures. Atomic resonance ab-
sorption spectrometry (ARAS) has been known for a long time as a very sensitive
technique for concentration measurements in the range of 1011 to 101 atoms
per cm3. To generate these concentrations by chemical reactions, generally at
temperatures above 1800 K, initial concentrations of the reactants on the order
of 50 to 1 ppm are required.

• I \
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These low initial concentrations minimize the temperature changes
caused by the heat of reaction under study. For example, the temperature be-
hind a reflected shock can be considered as practically unaffected by the
chemical process. The initial temperature and its constancy during the utilized
measuring time depend solely on the hydrodynamics of the used shock tube.

The carrier gas commonly used in such experiments is Ar with only traces
of reactants. Within measuring timesof about 200 to 600 psec we can expect
practically constant temperatures. In a properly designed shock tube typical
temperature changes on the order of 1% in Ar were found.

The combined ARAS and shock tube technique is very well suited for
studying dissociation kinetics of two-atom molecules for which it was developed
first in the past. However, it soon turned out that the advantage of performing
experiments with very low initial concentrations is particularly important,
when more complex reactions of polyatomic, in particular small hydrocarbon
molecules are considered.

For example in pyrolysis experiments the low initial hydrocarbon concen-
tration allows one to distinguish between the primary process of the H-atom
abstraction and the secondary reactions of the generated H-atom and radical with
the original molecule. In the case of H-atom abstraction we expect for a

j distinct time interval a linear increase of H-atoms with time.

If the primary step is not a H-atom abstraction, then the system may

generate H-atoms in a secondary reaction. In this case we will observe under

carefully selected experimental conditions quite a different H-atom profile
with dH/dt = 0 for t = 0. So the two general types of primary dissociation can
very easily be distinguished.

Due to the low initial concentration generally the contribution of re-
combination reactions and of many secondary or tertiary bimolecular radical-

radical reactions is minimized in the first 200 to 600 psec. The immediate gain
is a considerably simplified interpretation of the chemical kinetics of the
investigated system.

ISince N20 splits off an oxygen atom very fast at temperatures above
1800 K, mixtures of N20 with a hydrocarbon can be used to study the primary
reactions of oxygen-atoms with the hydrocarbon molecule. In this case measure-
ments of the time dependent profiles of oxygen - as well as hydrogen-atoms -

are necessary.

The recording of the H or O-atom profiles needs a vacuum-uv spectrometer.
Such an instrument together with suitable light sources enables it also to
perform experiments at selected vuv absorption bands of molecules. For example,
some hydrocarbons have in the accessible wavelength range of vuv spectrometers
fairly strong absorption coefficients on the order of 106 to 3x10 7cm2/mol
under standard conditions. This can be exploited for additional experiments in
which under favourable conditions information about the sum of all primary de-
cay processes can be gained.
2. EXPERIMNTAL ARRANGEMENTS

Most research groups applied the ARAS or vuv band-absorption technique
to reactions which were started behind reflected shocks, since the temperature
profile behind teflected shocks is usually of better quality.
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2.1. THE SHOCK TUBE

In particular for performing experiments with H or O-atom detection great
care has to be taken on the construction of a tight shock tube and auxiliary
vessels with clean inner surfaces. Traces of pump oil or organic material from
ordinary gaskets cannot be tolerated since these materials can be the source
of unwanted and sometimes uncontrollable contributions to the measured H-atom
concentrations.

We found an average tightness of 5 x 10- 8 torr-liter-sec-1 for the
storage tank and about 0.1 to I x 10-6 torr-liter-sec-1 for the shock tube
tolerable for the application of the ARAS technique.

Facilities for baking the shock tube, storage tank and all connecting
tubes are in most cases helpful and in some applications essential. The latter
is true for studies with molecules which are adsorbed easily by the walls.
Examples are: SO2 , H2CO, CH3OH, NH3 , C4H2. Further general aspects of shock
tube construction in connection with the ARAS-technique are discussed in
References (1) to (3).

2.2. GAS MIXTURES

Most important for the ARAS technique is the use of Ar with the highest
available purity. Good results can be obtained with Ar which contains less
than 0.006 ppm H2 and hydrocarbons,< 1 ppm of water and 0.4 ppm of air. At
densities of about 1 x 10- 5 mol-cm-3 behind the reflected shock and tempera-
tures of about 2800 K not more than 3-1011 H-atoms cm- 3 were produced by the
residual impurities.Il

Experiments at higher densities usually require further purification of I
the Ar. We would propose for experiments under such conditions to pass the Ar
through selected molecular sieves at dry ice (C02 ) temperature. Experiments in
this direction are presently in progress in our laboratory.

A The admixed test gases should be of high purity too. However, here the
3. standards may be somewhat less stringent, since the needed relative concen-

trations of the test gases is in most cases less than 50 ppm.

2.3. SPECTROSCOPIC ARRANGEMENTS

Windows of MgF2 near the end flange of the shock tube have proven well
isuited for the vuv technique. They are little affected by solarization by the
high energy quanta in the wavelength range between 1200 to 1400 R. The trans-
mission of MgF2 is satisfactory down to 1200 R with a corresponding trans-mission of 40% at a window thickness of 1.5 mm.

2.4. LIGHT SOURCES

As light sources for the ARAS technique microwave-driven discharges
in He with traces of H2 or 02 are well qualified. Typical operation conditions
of such lamps are: 5 torr total pressure and microwave power between 50 to
100 W at 2.45 GHz. The discharge tube is usually connected directly to the
shock tube window. The He should enter the discharge tube near the shock tube
window and should flow slowly in the direction of the microwave antenna. This a
approach will reduce selfabsorption effects by atoms in the cold layer bet-
ween the discharge and the shock tube window.

A systematic research in particular on the properties of Lyman-(b)-sources
was undertaken by Lifshitz, Skinner and coworkers (4), (5), see also Ref. (3).
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When to the carrier gas 1b traces of N2 , C02 or CH4 are added, we were able
to excite a great variety of atomic lines and molecular bands in the spectral
range between 1200 and 1700 R. Selected emissions, which exhibited a good long
term stability, were used for vuv band absorption experiments. Excitation of
Xe(I) at 1469 R enabled measurements with SO (8). Excitation of H2 gave strong
emission around 1608 R which can be used for absorption experiments with C2H4 (9).

Other light sources for vuv absorption experiments behind shocks were des-
cribed for example by Patch (6): H2 Werner transitions around 1150 I, and by
Appleton (7): N2 transitions around 1176

2.5. SPECTRAL FILTERING

The use of a vuv spectrometer has many advantages over spectral filters,
but one disadvantage is the relatively poor transmission at wavelengths around
1200 R. For chemical kinetic research in the vuv spectral region a spectrome-
ter is essential, however at the L(a) wavelength a spectral filter can be used
favourably. A spectral filter for D(a) radiation based upon a combination of
02 transmission and the quantum efficiency of the used photocathode was des-
cribed by Appleton and Appel in Ref. (2). The residual transmission of the
filter for radiation other than H(a) or D() was reported to be on the order
of 2%. This agrees well with our own experience.

The advantage of such a filter is the much higher transmission rate which
improves the time resolution or signal to noise ratio of the equi.ment- How-eever, in studying hydrocarbon reactions it was often found necessary to take
into acco' u the time dependent absorption by molecules exactly at the L(a)
wave length. This occasional contribution to the measured total absorption is

2 g difficult to determine exactly with a simple spectral filter. With a vuv mono-
chromator these important data can be obtained fairly accurately when the ab-
sorption of the disturbing molecules is determined at the wave length of the: D(a) lines.

It In principle a similar method can be used at other wave lengths. For
example, when O-atom absorption is studied. No example has been reported up
to now. It may be difficult to find in practice a strong emission line which
is near enough to the used O-atom triplet around 1306

2.6. Photo Multipliers

Solarblind detectors with LiF windows have been proven to be well suited
for time resolved spectroscopy in the wavelength range between 1150 to 1800

2.7. SIGNAL TO NOISE RATIO

With a L(a) source driven by 100 W microwave power, a McPherson
Model 225- Im spectrometer and a solarblind photomultiplier EMR 541 G-08-18,
we obtained a signal to noise ratio on the order of 50 at an electronic band
pass of 30 kHz. The time resolution given by the optical arrangement is in our

experiments typically about 20 to 25 usec. This is sufficient for most experi-
ments in a temperature interval between 1600 to 2800 K. When a spectral filter
for the H(a) line is used, the time resolution can be improved to a few Usecs
at a signal to noise ratio of about 1000. See reference (2).

3. CALIBRATION PROCEDURES

Since it is difficult to determine the exact emitted line profile of a
discharge lamp, it is not possible to calculate with good accuracy the needed
calibration curves, which connect absorption with concentration. Attempts in
this direction have been made.1hey are reviewed in Ref. (3). Ur, -, now it is
necessary to perform separate calibration experiments for H mad 0 atoms.

P!
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3.1. HYDROGEN ATOMS

The H2-dissociation may be considered as well known in the temperature
range between 2500 to 4000 K. Three independent experimental works gave rate
coefficients for H2-Ar which agree well within 20% deviation between the
lowest and the highest value at a given temperature. See: (6) (1), (10).
Difficulties arise when calibration at lower temperatures such as 2500 K, be-
comes necessary. One possible method is to exploit the fast dissociation of
N20 and the production of H-atoms through the reactions: 0 + H2 -0 OH + H,
OH + H2 - H2 0 + H by mixtures of N2 0 with H2.

We prefer mixtures containing about 50 to 200 ppm H2 and a few ppm N20.
At temperatures above 2200 K we obtain with such mixtures 2 H-atoms per N20
molecule. It is therefore possible to check the calibration by H2 dissociation
with this independent simple and very accurate method at T > 2200 K. At lower
temperatures it is necessary to use computer modeling with known rate
coefficients in particular for the N20 decay. Fortunately, in the temperature
range from 2000 to 2500 K these coefficients seem to be known also fairly
accurately. However, at present some inconsistencies exist for the N20 de-
composition at temperatures lower than 1800 K. See Ref. 3. We based our cali-
bration on results reported by Olschewski et al (11) and our own measure-
ments (12) which agreed very well with the results of Ref. (11).

k In principle it is also possible to use mixtures of large excess of N20
over H2 or D2. Such mixtures N20 > D2 for D-atom experiments were used by
Appel and Appleton (2). Great care has to be taken when this method is applied
to N20/H2 mixtures because here the large excess of generated 0 atoms may also
produce H-atoms by the two fast side reactions with water and OH: 0+ q20 4 20H,
0 + OH + 02 + H. According to our experience water may be present in our shock
tube in relative concentrations in the range between 0.1 to 0.3 ppm. Computed
examples for the additional H-atom production are shown in Fig. 1. The coin-
cidence with the measured H-atom profile is good.

Contribution of I I I0 • -0 - 20H

0 . ON - 02. H L -Atomsjcm 3

6 .102 2 - - - - - --

SAtomns/cm
3  

0 -.[HI _ l..-- -ppm4 20 -- - /

2 _/
2 2 0 :2WPPM 2 /

I / T a 2 KA I

1 p - 4.4 bar

00 __00______Psee__t__0 - 2100 K N20*NcitiwI i, I lI IL

0 o,1 0,2 0,3 0 4 o.s 06 0,7 0,1
Fig. 1. N20 in Ar. L(a). Additional Absorption A
H-atom production by O+H20 reactions.

* measured; - computed with assumed Fig. 2. Typical calibration curves
H20 concentrations. See text. for H-atoms.
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In Fig. 2 we show examples of calibration curves obtained by H2 dissociation
and H2/N20 mixtures with H2 in excess.

3.2. OXYGEN ATOMS

At temperatures above 2200 K N20 dissociation at a typical total density
of I x 10-5mol.cm-3 is so fast that a steady state concentration of O-atoms is
achieved within about 200 psec. At lower temperatures the calibration needs
the kinetics of the N20 dissociation. This is a simple matter under the ex-
perimental conditions with a few ppm to about 50 ppm initial relative con-
centration of N20, since subsequent reactions like 0 + N20 - N2 + 02/2NO
are known to be slow and are unimportant at such low N20 concentrations. Re-
combination of O-atoms can be safely neglected in the typical time scale of
400 to 600 psec.

3.3. ABSORPTION COEFFICIENTS OF SELECTED MOLECULES IN THE VUV SPECTRAL REGION.

There exist only sparse informations on quantitative data for absorption
coefficients of hydrocarbons and other molecules. During the course of our work
we had to determine some absorption coefficients which are given in T.Jble 1.
Data at L(a) and the O-lines are needed for the proper consideration of mo-
cule absorption at the atomic resonance lines. Other wavelengths were checked
in order to find absorption bands of molecules undisturbed by -onceivable re-
action products. In the casesof N2 0, C2 H4 , C2H2 we found the reported wave-
lengths in Table I at which little or no contributions of reaction products
could be observed. We assume that short lived intermediates never reach such
a concentration which may be the cause of an interference. This assumption is
plausible but in practice sometimes difficult to verify. I

Table 1

VUV-Absorption Coefficients in 10-17cm2 /molecule
Shock-Tube-Measurements by P. Frank

Lamp Slit
gas widthSCH 4  C 2H6  C2H4  C2H2  C4H2 N20 02 He+y% in ji

L(a) 2.0/1.9 2.9 2.9 7.3/3.6 2.7 0.5/1.1 a 1%H2  8 0b

O-tripl 1.8/1.5 2.8 n.m. 3.1/4.2 4.1 7.5 0.05 1%02 80

1282 n.m. n.m. n.m. n.m. n.m. 9.9 n.m. 2%C0 2  600

1560 0 0.09 2.2/2.2 o.41/0.45 n.m. n.m. n.m. 2%CO2  80

1608 n.m. (0.01 2.8/2.3 0 . 1 8/0. 2 c 9 .5d n.m. n.m. 100%H2 200

Single number: T = 300 K; when two numbers are given corresponds the first
number to T = 300 K, the second number to T = 1200-1700 K.
n.m.: no measurement

a: 7.1xlO 22xT-6.3xlO" 19 for T: 1200 to 2300 K

b: McPherson, Model: 225

c: slith width: 1000 u d: slit width: 400 p

The absorption coefficients are given within + 15% or better.

<V €,



A

[601 Just

4. CHEMICAL KINETIC RESULTS

Not much has been published on chemical kinetics research using the combi-
nation of shock tube and vuv molecular band absorption. R.W. Patch (6) seems to
have been the first who has performed such an experiment. He studied the H2-
dissociation following the absorption of light around 1148 R (Werner
transition). Later Appleton et al (14) published results of the N2 dissociation,
by absorption of N2 around 1176 1. A fairly strong absorption band around
1608 R of C2H4 has been exploited by Just et al (9) to investigate directly
the total decomposition of C2H4.

Recently the vuv method became more attractive, since Myerson and Watt (1) have
demonstrated convincingly the advantages of the ARAS technique in combination
with a shock tube.

The much more sensitive technique of atomic-resonance absorption, in par-
ticular for H and 0 atoms, allows the drastic reduction of the reactant gas-
concentration. As it was already explained,the utilization of very small
initial concentrations simplify markedly the chemical-kinetic interpretation
of the experimental results. Under typical experimental conditions of the ARAS
technique only primary decay steps and the following reaction of the formed
atom and radical with the original molecule in many cases need to be con-
sidered. This was first demonstrated by Roth and Just (15) on the pyrolysis of
methane at elevated temperatures above 1800 K. The ARAS method appears in par-
ticular very well suited for the study of elementary steps of normally complex
reactions, as they occur in flames for example.

4.1. RESULTS ON PYROLYSIS OF MOLECULES. L(a)-SPECTROMETRY

The pioneer work of Myerson and coworkers on H2 (1), 0 (16) and NO (17)
dissociation, the H + 02 reaction (1) as well as the work oi Appel and
Appleton on D2 dissociation and the D + 02 reaction (2) will be only mentioned

attention on the more complex mechanism of the decay and reactions of poly-

atomic molecules.

An extremely simple mechanism for the SO2 decay could be verified by'U' Rimpel and Just (8). At concentrations lower than 200 ppm of SO2 oxygen atoms
were formed only by S02 + M -+ SO + 0 + M. All subsequent conceivable reactions
turned our to be negligible under the specificly chosen experimental con- I
ditions.

At very low reactant concentrations on the order of a few ppm we may in
most cases neglect the bimolecular reactions of the original molecule with
itself. For example, in L(a) experiments, 2C2H2 - C4 H3 + H and similar re-
actions become unimportant as H-producing steps (22).

We present for the following discussion a general mechanism, which is
typical for a large number of pyrolysis reactions under the conditions of an
ARAS experiment. We specify this for the sake of clarity for the decay of a
hydrogen containing molecule. Ro-H is the original molecule, Pi is a stable
product, Ri is a molecular radical. M is an unspecified,nonreactive collisional
partner in decay or recombination reactions.

If
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la*
I) Initial steps: M + Ro-H , R! + H + M

lb
P + H2 + M

1' + R;

II) Immediate subsequent
reactions:

Decomposition of • • 2 i
primary radicals Ri: M + Ri  i + H + M

2bi
i = 0,1,2 + other products

3
Reactions of the primarily H + Ro-H - H + R

2 o
formed radicals with the 4ai
original molecule Ro-H: Ri + Ro-H * H + products

4bi
i = 0,1,2 4 other products

III) Reactions which often can be neglected, or which contribute only

at later stages of the reaction:

Thermal decomposition of Pi: M + P 5L H + R*

5 other products

Radical-radical reactions *
like: H + R 6 H + P

7aIR + R H + products

7 other products

Recombination
reactions like: H + Ro + M - Ro-H + M

The general scheme of reactions 1 to 5 describes with excellent approximation

the first reaction steps of the following systems:

HN (19) ; NH 3 (20, 21);CH (15); CD4 (18); C2H2 (22); C2H4 (9); C4H2 (22);

H2CO (23); CH3 (33, 23, ani this text).

All these systems have no reaction channel Ic and consequently reactions

of Ro-H with R, and R* (4aj, 4a2 , 4b1 , 4b2) do not appear. In all cases it was

possible to find experimental conditions under which only steps la and

eventually lb (C2H 4; H2CO) were dominant through the first 100 or 200 jisecs.

At later reaction times and moderate temperatures mainly 3 or 4ao with RI;
were found to contribute to some extent to the H-atom profile, so that these

reactions could be additionally determined. Generally at high temperatures an

increasing influence of 5a or 6 and 7a could be observed. The systems C2H2 and

CH4 are given here as examples:

la
.M+ 2C2H2  4 C2H + H + M

(H + C2H2  H2 + C2H ) (unimportant under experimental conditions)

S C2H + C2H2 4!o C4H2 + H + M

M + C4H 2 C4H + H + M
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At temperatures above 2200 K we could interprete the measured H-atom profile
only, when reaction 5a was incorporated in the reaction scheme (22). A marked
acceleration of the H-atom production through 4ao could also unambiguously be
shown by us (22). For CH (15) we observed in later stages of the reaction at
temperatures above 2000 K contributions of reactions 2ao:
CH 3 + M - CH 2 + H + M and reactions of type 6: H + CH 3 - H2 + CH 2 as well as

7a,b: 2CH 3  C2H5 + H

C2H4 + H2

However, these reactions may better be studied under specificly selected con-
ditions. See below.

Examples for a strong contribution of Ib additionally to la are C2H4
and H2CO. At very low initial concentrations the time dependent profile of the
H-atom concentration is practically governed by the combined action of channels
a and b. An instructive example is given in Fig. 3, where it is demonstrated
that the consumption of H2CO by channel Ib reduces the formation of H(t)
considerably.

cm ol,s
M *H2CO - HCO.H.M x x 3.10

7

Fig. 3. Decay of formaldehyde. - H2 *CO-M o x 3.108

x: channel is open H- 2CO -H 2 HCO I x 1.103

o: channel is closed A 8
(A) was calculated without the H2+C0
channel, (B) includes it. HCO decom- Q3 H/[2CO10
poses very fast under the experimen- I~tal conditions.

0 measurements.
0,2

200 2 ppm H
T: 2060 K
p: 2.1 bar

0 200 400 600 P s*c

Chiang and Skinner have recently published data on the decomposition
of C3H8 and C3D8 (24). At low concentrations the H-atom profile was solely
determined by Ic and 2a2:

.4' (M) + C3H8 1C CH3 + C2H5 + (M) and C2H5 2a2 C2H4 + H. Since C2H5-decomposesvery fast in the time scale of this experiment, the H-atom profile gives the
rate of Ic. As to be expected, ic was found not far from the high pressure
limit, therefore M has been written in brackets.

Now the fairly complex reactions of CH3 will be discussed a little more
in detail, because the potential and the limits of the L(a)-technique can be
demonstrated investigating these reactions.
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According to the work of GlAnzer et al (25) C2H6 decomposition may serve
as a fast and clean source of CH3 radical production at temperatures above about
1800 K. It is easy to predict the decomposition of CH3 near the low pressure
limit, when for example the theory of unimolecular decay for the case of weak
collisions is applied. The most useful version was presented by Troe (30).
It was calculated that at temperatures lower than about 2200 K and initial con-
centrations of I to 3 ppm C2H6 practically no H-atom production should be ob-
served in our apparatus. This was later confirmed by H-atom measurements of the
CH3 decay at very low initial CH3 concentrations (2 to 4 ppm) and temperatures
above 2400 K. (33, 22).

Experiments (26) done between 1800 K and 2200 K showed a fast, and within
400 to 600 psec, linearly with the time increasing H-atom production. Further,
it was found that the H-atom production rate depended to the square on the
initial concentration of CH3. This led Roth and Just (26) to the following
principle reaction scheme:

M + C2H6  'i 2CH3 + M (very fast)

(M + CH3 211 CH2 + H + M) important at T > 2200 K
7a

2CH 3  * C2H5 + H

7b C2 H4 + H2

7c
7 CH4 + CH2

i H + CH 3  CH2 + H2
CH2 + CH3  C2H4 + H (very fast) f

The linear increase of H-atoms disregards immediately a mechanism based solely
on 7c and 9, since in this case H isa secondary product and therefore dH/dt
should start with zero around t = o. Fig. 4. When assuming the back reaction
7c : CH2 + CH4 + 2CH3 as a fast one with a rate coefficient on the order of
2 x 101 cm3/mol-sec at 2000 K, then 7c cannot be faster than about
3 x 1011 cm3/mol-sec at 2000 K. We may compare 7c with a similar H-atom trans-
fer reaction: 0 + CH4 - OH + CH3, which has around 2000 K an activation energy
of about 14 kcal/mol. Then we estimate with k- 6 x 10 4exp(-7000/T) and
with the help of thermodynamics a value for k7c 3.5 x 1013exp(-9680/T).

* Fig. 4 depicts measurements and some model calculations.

M . CM - CH2 .HM a K x 6 ppm CI 3
2 CH3 -C 2 H, 2H 0 x 1 2000 X* Fig. 4. Reactions of the CH3 - C2  A 2  0 0XX 0 1 " 9 bat

radical. C CH2 X 0 0 0

x : channel is open .C c-H 2 .CH2 0000 IC ,C3  C 2H4.
0: channel is closed C"2' CH3  CA. H 0 0

2CH3 - C2 H5 + H with fast decay ASC0of C2H5 determines the H-atom
production. (B) 4 .102

measurements. (M] i
3 Atoms/mA2 21 C

0 200 40 60P*1V
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The calculated H-atom profile (A) with reactions 7c and 9 looks rather different
from the measured one. Even when increasing the estimated values k- , k7 by a
factor 3 the agreement becomes not better. The main channel for H-aom pro-
duction must be channel 7a with a fast further decomposition of C2H5 into C2H4
and H. Channel 7a gives a linear increase of H with time (B). Inserting re-
actions 6 and 9 in the computer scheme has practically no effect, the same is
true for reaction 7b. 9 was measured at room temperature by Laufer and
Bass (28), 6 can be estimated according to the similar reaction H + CH4.
7b was approximately measured by Tsuboi (29). Due to the low initial concen-
tration of CH3 , the additional reactions, 7b, 6, 9 have practically no effect.
The computed curve (C) is indistinguishable from (B) in Fig. 4. Results for
7a at low CH3 concentrations were published by Roth and Just (26).

The situation changes drastically when experiments at higher initial CH3
levels are performed. Fig. 5 shows an experiment with 40 ppm initial CH3.

M.CH,-CM3.H.M 0 X 40 ppm C43
2C 3- C21%.2 0 X X 7 2057 K

- C2HL.H2  0 0 p 1 55 ba,
-C - c. c 1 0

Fig. S. Reactions of the H CH 3 -H 2 CH2  00 0

CH3 -radical. A 8 CD
x: channel is open 5 .,
o: channel is closed
Strong influence of Atoms/crn3 _4
2CH 3 -> C2H4 + H can be 3
recognized. (C5
. measurements 2

0 200 WO0 600 Pe

'Again the mechanism 7c, 9 fails completely to describe the experimental results.
When using only rate coefficient 7a, which has been obtained in (26) for low
CH3-concentrations, for simulating the measured H-profile, curve (B) is cal- I
culated. The overshoot demonstrates clearly that for a proper fit of the ex-
perimental points some other CH3 consuming mechanism, which does not produce

4 H-atoms must be active. Inserting a coefficient for 7b, not much different
from Tsubois value, results again in a perfect fit of the measured points (C).
Thus it was in this case possible to conclude independently from a separate
measurement of the CH3 profile that channel 7b must be open and contributes
under these conditions considerably. Finally we are left with the possible
contributions of 6 and 9.

It is reasonable to assume that the rate coefficient for 9 would be on the
same order at 20?3 K as it was found by (28) at 300 K. We assumed for
2000 K k 6-10 which is the value given in (28). k 6 can now be scaled such
that in combination with k 9 again the fit with the experiments is perfect.
This led us at 2057 K to a value for k6 of 2.2 x 10

13cm3/mol.sec. We have
evaluated experiments with 6 and 40 ppm initial CH3 concentration between 1850
and 2340 K. All experiments could be simulated with a fairly good fit by the
following rate coefficients (units: cm3 , mol, K):

k7a = 8 x 1O14exp(-134OO/T) (26); k7b 2.1 x 1O14exp(-9690/T); k9  6 x 1013(28);
k 9 x O3exp(-7600/T); k2a = 6.1 x 1015exp(-44910/T) (23); 9
k 6 < 6 to 7 x 1011. 2

7c
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The sum of k7  + k7b was measured by Tsuboi (29). Extrapolation to the
temperatures which e used, gave maximal deviations on the order of a factor
of 1.3 at the upper end of his temperature interval (T = 2000 K). The data
given here for k7b, k 6 are preliminary values because we have not yet
finished our investigation, but the absolute values are very probably correct
within less than a factor of 1.5 to 2 in the investigated temperature range.

The limits of the ARAS technique are obvious in this example. The channel
7b could be only determined indirectly by changing the initial concentration
of CH3 . Conclusions on 7b would become more reliable, when direct measurements
of the CH3 profile under the same conditions were possible. Tsubois (29)
CH3 measurements, although performed at higher concentrations and lower
temperatures, gave us more confidence for our conclusions on 7b. Our model,
together with C2H6 decomposition, seems to predict his results fairly well.

4.2. EXPERIMENTS WITH ABSORPTION AT L(a) AND THE O-TRIPLET
HYDROCARBONS + 0.

Shock heated N20 may serve as a fast and clean source of 0 atoms above
about 1500 K. Since 0 + N20 - products is a slow reaction, we expect under the
typical conditions of ARAS experiments with N20< 100 ppm no interference.
However, when H-atoms are formed some influence of H + N20 ) N + OH at low
temperatures becomesnoticeable (23). Roth and Just (27) were the first to use
N2 0 as a source for 0 atoms in an ARAS experiment to study a more complex
hydrocarbon - 0 atom reaction. They investigated the reaction:
0 + CH4 - CH3 + OH. The interpretation of the measured 0 and H-profiles was
straight forward, since only one reaction channel for 0 + CH4 is to be ex-
pected.

The great advantage of the ARAS technique with double measurements of H
and 0 profiles became apparent, when reactions were investigated, which showed
a multichannel behaviour of 0 + hydrocarbon. Again a simple general reactionischeme can be used to facilitate the discussion. Most experiments were per-
formed with N20= hydrocarbon, or an excess of the hydrocarbon over N20. This
ensures that in most cases during the first 100 to 200 ,secs mainly contri-
butions of 0 + Rol determine the 0 and the H-profiles. When 0 > R OH is chosen,
a faster increasing contribution from secondary reactions will be observed.

O production: M + N20 - N2 + O + M

(May be important at
(H + N20 - N2 + OH) T < 1700 K (23))

I) Primary attack of la
f. O-atoms: O + RH R O + H

0 0

R, Ri + P II

R * + Ri

II) Secondary reactions 211
Swith 0 : + P H + products2bi

= 0 2 i other products

0,1,2,3 O + Rji~ aj H + products (RO is subsumed~under R ij )

3bli other products u

4' f I' ai raama dm a
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III) Additional reactions like the thermal decay of R -H, P.R , the reac-
tions of H,O, molecular radicals R, Ri with Ro-H etc? have owit R0 H ec. aveoccasionally to
be taken into account.

In many cases we will have a multichannel type of reaction 1 to expect.
This implies through the multiple secondary reactions 2 and 3 a considerable
increase of reaction paths with increasing reaction time. This could make the
proper interpretation of the measured H and 0 profiles in particular for longer
reaction times extremely difficult. Therefore experiments must be designed so
that the main contribution to the H and 0 atom profiles is to be expected from
reactions 1 and only little f mm 2and 3. Extensive computer studies are often un-
avoidable prior to performing such experiments.

Simple interpretation of experiments was possible with 0 + CH3 (23). In
this case a good fit was obtained assuming only channel ib:
0 + CH3 - H CO + H to be open. Secondary reactions of type 2a: 0 + H 2CO and
decay of H2O had relative little effect on the0 and H-atom 2dea 2 oth Oan -to profiles.

The double measurements of H and 0-atom profiles gave interestingresults
for two recently investigated systems. Roth and coworkers studied 0 + HCN (31)
and 0 + C2H2 (32). In both cases one expects a multichannel type of reaction 1.
This was confirmed by the comparison of 0-atom consumption and H-atom pro-
duction. In both cases in the early stages of the reaction more 0 was con-
sumed than H produced. Further, the observed H-atom profile was typical for
a direct formation through a reaction of typT la. Roth and coworkers were able
to evaluate rate coefficients for: 0 + HCN IOCN + H and the sum for re-
actions of type lb and ic as well as 0 + C2 H 1 HC 0 + H and again the sum oftypes lband 1c. In the latter case Roth et ai have assumed that the sum is

mainly determined by 1b: 0 + C2H2 -* CO + CH2 which is known from other ex-
periments. Since CH undergoes fast reactions with 0, the computer modeling j
of the O-atom profiies required the inclusion of reactions of type 3. It was
found that a reaction without forming H-atoms gave the best fit in particular
for the later parts of the H-atom profiles. Thus it may be that CH2 + 0 gives
under the experimental conditions mainly products like CH + OH or perhaps
CO + H2, and produces only to a smaller percentage H-atoms via HCO + H.

4.3. HYDROCARBONS + 02

Of course, it is possible to investigate reactions with hydrocarbons
and 02 at elevated temperatures behind shocks with the ARAS technique
following H-and 0-atom rcofiles. The discussion of the results becomes re-
latively difficult, since here we can study only secondary reactions, except,
when the 02-hydrocarbon reaction by chance is a fast one. Very strong in-
fluence of H + 0 + OH + 0 has to be considered (18, 23). Results for
CH4 + 0 (18) and CH + 02 (23) were reported. Some inconsistencies concerning
CH3 + OH were found J23). They are mainly caused by the very complex reaction
system CH 3-O 2 . A better designed experiment, starting for example with CH OH
will probably clarify the problems with CH + OH. They are discussed to some
extent by Bhaskaran et al in Reference 23. T
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BLAST WAVES GENERATED BY ACCIDENTAL EXPLOSIONS

Roger A. Strehlow
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CaA
As a basis for the discussion of the blast waves

produced by accidental explosions the structure of the
blast wave from an ideal explosion and the mechanisms by
which such a blast wave produces damage will be discussed.
Next, some general results concerning the manner in which
nonideal source behavior produces nonideality of the
blast wave will be presented with examples. Finally,
accidental explosions will be grouped into nine differentI#
types depending upon the nature of the source behavior
during the explosion and the events that lead up to the I
explosion. The nature of the blast wave produced by each
of the different types of accidental explosions will then
be discussed with examples as appropriate to illustrate how

the mechanisms involved in accidental explosions affect
the blast waves produced by these explosions.

.. INTRODUCTION

In the past 10 to 15 years there has been a considerable increase of
interest in accidental explosions of all types and the hazards they pose
to structures and people in their immediate vicinity (1). This increased
interest has led to a considerable amount of activity to characterize the
nature of the various accidental explosion processes that can occur and
the danger associated with internal explosions, the production of primary
and secondary fragments, radiation damage from a fireball and last, but not
least, the blast wave produced by the explosion (2). This paper will focus
on our current understanding of source behaviors that lead to nonideal blast
waves as well as the nature of the blast waves produced by various types of
accidental explosions.

IDEAL BLAST WAVES

All free i ld blast waves whether ideal or not are simple waves travel-
ing away from the source region. Point source, nuclear or bare charge
spherical high explosive explosions all produce blast waves which have

* essentially the same structure at distances from the source where the max-
imum pressure in the wave is less thnn about 100 atmospheres (3). These
"ideal" waves consist of a lead shock wave followed by a rarefaction fan which

- causes the pressure to fall slightly below the ambient pressure before it
rebounds to the initial atmospheric pressure.. Since the wave is simple the
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flow associated with the wave is uniquely related to the local pressure in
the wave. Specifically, the flow is outward when the pressure is higher
than ambient and inward when the pressure drops below ambient.

The three properties of an ideal wave which cause damage are the maximum
overpressure, the positive impulse I, where I+ =fPdt from the time when the
shock arrives until the pressure first returns to ambient and the flow
velocity associated with the wave (2). Sachs (4) showed theoretically and
it has been verified experimentally (5) that the first two of these three
properties scale to an energy scaled radius. Specifically, at any distance
from the source, R, the quantities P = (P - P )/P0 and I = (I a0 )/(E

/ 3 p p3)
• -- -- ?/3 0 0+0

scale to R where R R/R and R = (E/P) . Here E is the total energy
of the source and P is °the lo~al atmospheric pressure.o

The mechanism by which a structure is damaged by a blast wave is different
for each of the three properties described above. If the duration is very
long compared to the response time of the structure, the structural elements
are deflected to about twice the extent that they would be if the pressure
(now a reflected shock pressure) were applied statically. In this case the
strain energy in the structure can be equated to the potential energy stored
by the deflection and damage occurs when this amount of energy is sufficient
to cause plastic flow and therefore permanent deformation. If the duration
is very short relative to the characteristic response time of the structure,
the impulse of the wave determines the amount of kinetic energy imparted to
the structural elements and this kinetic energy can be equated to the strain
energy that will ultimately be stored in these elements. In this impulsive
limit the overpressure in the shock has no effect on damage (6).

The third damage mechanism is related to a drag force which first arises
because it takes a finite amount of time for the shock wave to reflect,
refract and engulf the body and then continues because the body is immersed
in a high velocity flow field. Structures that are particularly vulnerable
to this type of damage are light standards or unattached bodies like trucks
or people. In the latter case, damage is caused by tumbling or gross dis-
placement (2).

NON-IDEAL BLAST WAVES I
Most accidental explosions generate a blast wave whose structure is

different from the structure of an ideal blast wave. Theoretical, numerical,
and experimental work has shown that the differences are directly related to
the way that energy is added to or initially distributed in the source region.
To illustrate the differences three example spherical source regions will
be considered. These are an idealized bursting sphere, the ramp addition
of energy (representing a spark) and spherical deflagrative and detonative
addition of energy. Additionally, there will Le a brief discussion of the !
efiucts of non-spherical deflagration in a source region.

The burst of a pressurized frangible sphere containing an ideal poly-
tropic gas has been studied numerically (7) and experimentally (8). All
the numerical calculations described here (including that for bursting spheres)
used a one dimensional finite difference artificial viscosity computer pro-
gram in spherical coordinates to follow the flow associated with specific I
source behaviors (9). For the bursting sphere studies the calculation was
started with the source region at a series of high pressures and different
temperatures. It was found that when the energy in the sphere was calculated
using Brode's (10) formula, E = (Ps - P ) V/(y - l),where V is the sphere

volume and y is the heat capacity ratio of the polytropic gas in the sphere,

.* the sphere bursts produced a blast wave whose pressure was never larger than
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that calculated using the shock tube bursting pressure equation and decreased
monotonically as the shock propagated away from the source. Furthermore,
for high pressure sphere bursts the shock pressure asymptotically approached
the energy scaled overpressure curve for a high explosive charge. However,
for sphere pressures less than about 6 PO, the shock overpressure curves
did not reach but paralleled the high explosive curve. In other words, far
field equivalency in overpressure was lost.

Two other general behaviors of the blast wave from a bursting sphere
are 1) positive phase impulse always scales with source energy using
Sachs' scaling (this is generally true for all spherical non-ideal explosions)
and 2) the negative phase impulse for spheres with low energy density (i.e.,
with internal pressures below about 100 atmospheres) is always very large
when compared to the negative phase for an ideal blast wave. It is in
fact more than one half of the positive phase impulse. Furthermore, this
negative phase is followed by a relatively strong shock wave whose amplitude
is approximately 1/3 of the amplitude of the initial shock in the blast wave.
This is illustrated in Figure 1 which is experimental data obtained from a
bursting frangible sphere. A complete set of pressure distance curves for
a number of equally spaced times after sphere burst is shown in Figure 2.
Notice from Figure 2 the large rarefaction fan propagating to the center, the
very large pressure spike produced at the center, and the second shock
propagating away from the center. Brode and Chou et al (11) showed many
years ago that an extended source such as a bursting sphere exhibits this
behavior.

It was also observed that the dimensionless overpressure-scaled distance
curves for the different initial sphere conditions paralleled each otherIwhen plotted against R. Furthermore, dimensional analysis showed (8) that
for idealized sphere bursts one must know the sphere source energy, E, the
sphere pressure, Ps/Po, the internal velocity of sound of the gas in the
sphere relative to that of the surroundings, as/ao, and the heat capacity
ratio, y , of the gas in the sphere to uniquely determine the initial shock

pressure and sphere radius on a (P, R) plot. With this information the
(P, R) nomograph that has been constructed can be used to determine the
blast wave overpressure produced by any idealized bursting sphere (7).

Numerical calculations have been performed to study the ramp addition
of energy (12). In this case, energy is added in a spatially uniform
manner to the entire source region at a rate which is growing exponentially
with time until the maximum amount of energy is added. Figure 3 shows
that in this case a compression wave is first generated which steepens
into a shock wave some distance from the source. Figure 3 also shows the

, effect of finite source size, because it clearly shows the rarefaction fan
propagating towards the center of the source region as energy is being
added to the source region. A systematic study of the effect of energy
density (defined at E/CvTo) and dimensionless time of energy addition
(defined as a characteristic time for energy addition divided by a
characteristic acoustic transit time for the source region,htat r/a°where ro is the initial radius of the source region and ao is the

initial velocity of sound in the source region) was performed. This
showed that, irrespective of the nonideal behavior of the blast wave close
to the source region, source regions which had both a high energy density
and a very short dimensionless rate of heat addition exhibited far field
equivalency in overpressure and produced a blast wave which was indistin-
guishable from that produced by an ideal source. However, when energy
density dropped to about 8 or 9, and dimensionless rate of energy addition
increased to about unity, far fVeld equivalency in overpressure was lost.
In other words, the overpressure tcaled distance curves were all below
those of an ideal explosion with the same total source energy. As in the
case of bursting sphere the far field positive impulse was equivalent to that
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of an ideal wave on an energy scaled
basis.

Numerical (13) and experimental (14)
studies have been performed on the -

blast wave propagating away from a
centrally ignited deflagrative or
detonative explosion of a gas mixture -

initially at ambient pressure (15). - --

The calculations have shown that at

a radius of about three times the
actual combustible sphere radius, the -

blast wave becomes equivalent to that 0 .2 ms
produced by an ideal explosion, if
the initial explosion is centrally Figure 1
ignited and is either detonative or
deflagrative with a normal burning
velocity of more than approximately 19.0
1/8th of the initial velocity of
sound. These calculations also show ! 130
that when the burning velocity drops
to approximately 1/16th of the initial i 7.0
velocity of sound, far field over- N
pressure equivalency is lost and the o 1 -
blast wave no longer contains a
lead shock wave but instead consists
of a simple compression wave propa- 0
gating away from the source region. time

This is shown in Figure 4. For 0.0_
lower burning velocities than this, 0.0° I
the overpressure in the wave is Distance fromthe source

extremely low and can be modeled by Figure 2
using an adaption of Taylor's (16)
original analytical solution for the 40
blast wave produced by a sphere T 3expanding at constant velocity. This
behavior is shown in Figure 5. 2 20

The blast wave produced by low o 10 _
velocity deflagrative combustion of
a non-spherical source has also been
studied (17). In this case the
acoustic principle first enunciated
by Stokes (18) in 1849 has been tim 0
applied by assuming that the deflagra-
tive combustion can be treated as a -_

monopole source of very low frequency. .s 1.0 0. o
4 Distance from the source

o.o0 Figure 3

II
0 NOTE: Figure captions

are at the end
of the paper.

-14 _ODistance from the source
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When this is done, one finds that
the maximum overpressure that one can 4aC , ,
obtain from deflagrative combustion 0 \P
is a function of the aspect ratio
of the source region and decreases 10.0
very rapidly with increases in
aspect ratio. This is shown in
Figure 6. This theoretical obser-
vation has been verified by experi- . C
mental studies in which combustion
of a spherical soap bubble was initi- .
ated near the edge (19). In this S
case, the acoustic overpressure was
considerably lower than the acoustic 0..
overpressure when the soap bubble
was initiated centrally. The reason
why this is true is that in spherical ----- -

coordinates the maximum overpressure 0.010
occurs when the product of the burn- 0.01
ing velocity and flame area exhibit
the maximum rate of increase. The 0.01 0.1 1.0 10.0
theory yields the conclusion that no
overpressure is generated in spherical
coordinates by a flame of constant
area which has a constant burning
velocity.

ACCIDENTAL EXPLOSIONS 9.0

'k_ When accidental explosions are 0.1 _-
classified by source behavior, one g,
finds that there are nine major types. '"

that can occur (1). These are: _ o
Z

1. condensed phase detonations. ps
2. combustion explosions of

gaseous or liquid fuels in Co w
enclosures.

3. combustion explosions of 0.

dusts in enclosures.
4. boiling-liquid-expanding-

vapor-explosions (BLEVEs). o.ooo0
5. unconfined vapor-cloud LO 90 M Ioo Coo

explosions. a
6. explosions of pressurized Figure 6

vessels containing non-
reactive gases.

7. explosions resulting from chemical reactor runaway.
8. physical vapor explosions.
9. explosions resulting from nuclear reactor runaway.

The blast waves that are generated by each of these different types of ex-
plosions are quite dependent on source behavior and therefore, are different
from explosion to explosion. Some general statements can be made, however.
In the following each type of explosion will be discussed separately.

Condensed phase detonations produce a blast which is nearly ideal based
on the total energy that is available from the source region. If there is
considerable confinement, one must take into account the energy impart to
the confinement by the explosion and if the explosion occurs at ground level
(most do), the energy involved in cratering must be included. Ground level

L -__________
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reflection with no cratering would cause the blast wave to appear as if the
explosive energy were twice the actual amount of explosive involved. With
cratering the usual multiplying factor is taken to be 1.8 (3).

Combustion explosions of gaseous or liquid fuels in enclosures show two
distinct limit behaviors. If the enclosure has a low length to diameter
ratio (L/D < 6) and if there are not too many obstacles in the path of the
flame, the pressure rise in the enclosure will cause the enclosure to relieve
itself at a relatively low overpressure. For example, buildings will fail
at 2 to 3 psi overpressure whereas the explosion, if allowed to run its course,
would generate at least 90 psi. Under these circumstances, the building is
usually completely destroyed by the explosion but pieces are not thrown very
far. Also because the source pressure never gets very high the blast wave is
minimal. Generally speaking, people close to the source do not hear a blast
wave in this case. They simply feel an impulsive flow of air as the explosion
process displaces the atmosphere around the explosion source. In the other
limit case, when the L/D is large, or when there are many obstacles in the
path of the combustion wave, turbulent boundary layer growth and eddy shedding
cause flame accelerations to occur which can lead to generation of pressure
waves and shock waves in the enclosure. In severe cases the acceleration will
be violent enough to actually cause the flame system to make a transition to
detonation. In this limit case damage is localized but very severe. Fragments
can be thrown large distances and the blast wave that is produced can be quite
intense. These are, however, extended source volume explosions (i.e., they
have a low energy density) and therefore the blast waves from this source
always exhibit a strong negative phase. Because of this it is quite common
to see negative phase damage on structures that are close to the source
region, when this type of explosion occurs.

Combustion explosions of dusts in enclosures have the same L/D limit
behaviors as a combustion explosion of vapors and gases in enclosures and
the blast waves that are produced by such explosions are of the same type
as those produced by explosions of gases or liquid fuels in enclosures. There
is a difference, however, in the way that these explosions occur inside the
enclosure. In order for a dust to form a combustible mixture in air, the
extinction coefficient of the suspended dust relative to light transmission
must be of the order of 30 cm. This is such a high concentration of airborne
dust that it could not be tolerated on a continuous basis in the work place.
Nevertheless, disasterous secondary explosions do occur in industries that I
handle organic or metal dusts. These always occur because the work place
was allowed to become quite dirty and a primary explosion in a piece of
equipment produces a large external fireball and air motion ahead of it
which picks up the dust in the work place and propagates the explosion
throughout the work place.

Boiling-liquid-expanding-vapor-explosions (BLEVEs) (20) occur when a
ductile tank containing a flash evaporating liquid at high pressure is heated I
externally until the tank tears open. The blast wave in this case is usually
not considered to be dangerous. It has been shown experimentally that a
bulk quantity of flash evaporating liquid when suddenly exposed to atmospheric
pressure evaporates so slowly that the evaporation process cannot contribute
to the blast wave (21). Therefore in this case, the blast wave arises only
from the vapor space above the liquid in the tank. In this case the maximum
blast wave strength can be estimated if one knows the size of that vapor space
and treats the explosion as a bursting sphere with the vapor space volume
and initial pressure. The real danger in BLEVEs is 1) the flash evaporating
liquid can cause rocketing of pieces of the tank to large distances and
2) if the contents of the tank are combustible and catch on fire immediately,
a large fireball can be produced, which can injure and kill people by radiation
and start new fires sone distance from the original fire.
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Unconfined vapor-cloud explosions occur when there is a massive release
of a combustible hydrocarbon in the atmosphere with delayed ignition (22)
(ignition delays from 15 seconds to 30 minutes are common with this type of
accident). In this case a large cloud of combustible mixture of the fuel
with air is formed and ignition can either lead to a very large fire or a
very large fire plus an explosion which causes a damaging blast wave to form.
There is mounting evidence that a damaging blast wave occurs only if the
initial flame propagation process accelerates until either rapid volumetric
combustion or some sort of supersonic combustion or possibly detonation occurs.
Recently, it has been shown that one can produce transition to detonation
without heating the combustible mixture to the autoignition temperature (23).
All that is needed is a sufficiently large hot gas-cold gas mixing region
in a flame jet. Furthermore, the acoustic theory for high aspect ratio
source regions shows quite conclusively that deflagrative combustion as such
cannot produce the damaging blast waves that have been observed as the result
of vapor cloud explosions (17).

Explosion of pressurized vessels containing nonreactive gaseous materials
produce blast waves which can be treated in a rather straightforward manner
using the bursting sphere formulas that were discussed above. One can always
assume in this case that the bursting sphere formula will yield the maximum
overpressure that one could expect. This is because virtually all pressure
vessels are made of ductile material and ductile vessels tear only slowly
once failure starts. Thus the high pressure gas will be released at a slower
rate than if the vessel were a frangible vessel. If the vessel is frangible
there are ways to estimate kinetic energy imparted to the fragments and
this energy should be subtracted from the total stored energy in the vessel
to estimate the blast wave structure using the bursting sphere formulas
described above. I

Explosions resulting from chemical reactor runaway occur frequently in
the chemical industry. They are due primarily to the fact that the exothermic
reaction that is being carried out in the vessel occurs too rapidly either
because too much catalyst has been added to the system or because the cooling
system for the vessel fails. In either case, the pressure in the vessel
rises rather rapidly and if the vessel is not adequately vented, the vessel
explodes. In many cases these are ductile tears and the explosion can be
assumed to be a BLEVE. In most cases the blast wave, as such, is not severe,
but damage to the local environment is because of the fragments that are
produced and the danger of a major fire following the explosion.

Physical vapor explosions occur when a hot liquid or solid contacts a
cold liquid and causes very rapid vaporization of the cold liquid (24).
These explosions occur in the steel and aluminum industry where water is the
cold liquid and during the spill of liquid natural gas where water is the
hot liquid. They can be quite severe. However, the blast wave that they gen-
erate is nonideal because of the extendc. size of the source region. There
has been no experimental study of the structure of the blast wave produced
by physical vapor explosions.

Explosions resulting from nuclear reactor runaway fortunately have not
yet occurred. A nuclear reactor runaway cannot generate anything like a
nuclear bomb detonation. However, it can pressurize the containment vessel
to such a pressure that the vessel will burst, releasing its contents to the
outside atmosphere. In this case, the discussion of the blast wave and the
damage it produces would be moot because the release of long range radio-active
material would represent a much more serious catastrophe.

*' ;:/' * SUMMARY AND CONCLUSIONS '7.

It has been shown that high energy density and high power density sources
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produce "ideal" blast waves whose structure is related only to the total ener-
gy of the source region. It has also been shown that low energy density or
extended sources and sources in which the energy is added slowly produce non-
ideal blast waves whose primary deviation from ideality is the lack of far
field equivalency in overpressure. It has also been shown that these waves
contain a large negative phase following the initial positive phase and that
this negative phase is followed by a relatively strong second shock. Interest-
ingly, both theory and experiment have shown that for a spherical source
region, positive impulse is always predicted by simple energy scaling, ir-
respective of how nonideal the source behavior is.

Additionally, accidental explosions have been catagorized into nine types,
primarily based on the behaviors of the source regions during the explosion
process itself. The nature of the blast wave produced by each of these nine
types was discussed briefly.

It appears that we currently have sufficient information to either
evaluate the potential explosion hazard of any specific situation or to
evaluate the nature and course of the explosion after such an incident has
occurred. Furthermore, since the principles of blast resistant design are
now well understood, such design is being used more and more frequently in
locations where the potential for an explosion exists.

It appears that the most important avenue for new research relative to
the blast wave from accidental explosions is to study in some systematic

manner the effect of the explosion of highly nonspherical source regions on
the blast wave produced in the surroundings.
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Figure Captions

Fig. 1 An oscilloscope trace of the free field blast wave from a bursting
sphere containing air P = $2.5 Atm. P = 0.40, R 0.69.

Fig. 2 The blast wave produced by a sphere initially at 9 Atm. pressure.

Fig. 3 The blast wave produced by the ramp addition of energy.

Fig. 4 The blast wave produced by a centrally ignited low velocity flame.

Fig. 5 Scaled overpressure, P, versus energy scaled radius, R, for detonation
(curve D) bursting sphere (curve S) and various centrally ignited
flames. Curve P is for Pentolite (ideal wave). Numbers given on
the curves are the ratio Su/a where S is the assumed normal burn-

ing velocity and a is the initial velocity of sound. The solid lines
(except for Pentolite) are the result of numerical calculations. The

dashed lines were obtained by using Taylor's analytical solution for
an expanding sphere, suitably modified to replace the sphere by a
propagating flame. Note the good agreement with theory at S u/a°
0.066 and 0.034.

Fig. 6 Effect of the aspect ratio, AR, on the maximum blast wave pressure
rise for the deflagrative combustion of pancake and cigar-shaped
clouds. Cloud volume, normal burning velocity and observer dis-
tance from cloud center are all assumed to be constant from cloud
to cloud..- 4
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C A SHOCK TU1BE DRIVER WITH A "CY"CIaWE SEPARATOR

* R.J. Stalker and ** R.P. French

* Department of Mechanical Engineering
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An experimental investigation has been made of shock tube
operation when the "Cyclone" principle is used to separate
diaphragm fragments from the driver gas - For the free
piston driver used in these tests, this I1volved a diaphragm
configuration which allowed the driver gasto be injected

into the shock tube at right angles to the axis, with a
circumferential component of velocity. This greatly reduced
the level of model and test section damage due to diaphragm
fragments, and thereby extended the practical range of ex-
periments which could be performed in the shock tube. In
comparisons made with a conventional diaphragm configuration,
it was found that shock speeds were reduced at low diaphragmpresyure ratios, but ware increased up to values of 16 kn

sec at high diaphragm ressure ratios. Analvsis of
pressure records after reflection showed that this was
associated with entropy increases in the driver gas, arising
frum the nature of the diaphragm configuration, rather than
with the "cyclone" effect. Further tests confirmed that
satisfactory shock wave-contact surface separation was main-
tained, in spite of the circumferential motion of the driver
gas. It is concluded that the cyclone effect can be used
effectively without in itself significantly reducing the

Vshock tube perfornmnce.

Diaphragm fragmentation is a problem par-icularly related to shock tubes
- with high pressure drivers. If excessively large fragments are produced when

the main diaphragm ruptures, and are projected down the shock tube at high
velocities, they may inflict severe damage on models and associated equipment
located in the test section.

Such a situation occurred in adapting the free piston reflected shock
tunnel T3 at the Australian National University to non-reflected operation.
7he expansion nozzle was aligned along the shock tube axis and, with a shock
tube 76 mn. in diameter and a nozzle entry diameter of 36 num., it was found
that very severe damage was sustained over a series of shots for any model or
instrument located in the test section within 18 mm. of the nozzle axis.
Nilst this did not constitute a fundamental limitation to use of the non-
reflected shock tunnel, it made it difficult to conduct many desirable ex ri-
nents involving models in the shock tube. ..
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~A SHOCK TUBE DRIVER WITH A "CYCLONE" SEPARATOR

* R.J. Stalker and ** R.P. French
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K';' University of Queensland, St. LIcia 4067, Australia
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An experimental investigation has been made of shock tube
operation when the "Cyclone" principle is used to separate
diaphragm fragments from the driver gas T-For the free
piston driver used in these tests, this/0volved a diaphragm
configuration which allowed the driver gas to be injectedinto the shock tube at right angles to the axis, with a
circumferential conent of velocity. This greatly reduced
the level of model and test section damage due to diaphragm
fragments, and thereby extended the practical range of ex-
perimnents which could be perfomd in the shock tube. In i
comparisons made with a conventional diaphragm configuration,
it was found that shock speeds ware reduced at low diaphragm
pres~re ratios, but were increased up to values of 16 km
sec f at high diaphragm pressure ratios. Analsis of
pressure records after shock reflection shwed that this was
associated with entropy increases in the driver gas, arising
froa the nature of the diaphragm configuration, rather than
with the "cyclone" effect. Further tests confirmed that
satisfactory shock wave-contact surface separation was main-
tained, in spite of the circumferential motion of the driver
gas. It is concluded that the cyclone effect can be used
effectively without in itself significantly reducing the
shock tube performance.

Diaphragm fragmentation is a problem particularly related to shock tubes
with high pressure drivers. If exessively large fragments are produced when
the main diapragrn ruptures, and are projected down the shock tube at high
velocities, they may inflict severe damage on models and associated equipment
located in the test section.

Such a situation occurred in adapting the free piston reflected shock -
tunnel T3 at the Australian National University to non-reflected operation. J
The expansion nozzle was aligned along the shock tube axis and, with a shock
tube 76 m. in diameter and a nozzle entry diameter of 36 mm., it was found
that very severe damage was sustained over a series of shots for any model or
instnmet located in the test section within 18 mm. of the nozzle axis.
IWhilst this did not constitute a fundamental limitation to use of the non-
reflected shock tunnel, it made it difficult to conduct many desirable experi-
nents involving models in the shock tube.
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Scored diaphragms were tried but proved unsatisfactory, yielding scme

residual fragmentation, and displaying unacceptable inconsistency in burst
pressure. Presumbly, this was due to the rapid loading of the diaphragm which
is associated with a free piston driver.

The energy of the diaphragm fragrents was such as to suggest that they were
being accelerated by the driver gas flow. Thus, in the absence of a satisfac-
tory method of preventing diaphragm fragmentation, some means of removing the
diaphragm fragments from the driver gas became necessary. Since the "cyclone"
principle has been widely used for particle separation in industry for many
decades (ref. 1) it seered reasonable to attenpt to apply it to the present
prcblem.

The details of this attenpt are reported in this paper. The manner in
which the main diaphragm arrangenent was nodified to allow exploitation of the
cyclone principle is described, and a qualitative appreciation of its efficacy
in reducing fragment damage is given. Its effect on the gas dynamic behaviour
of the shock tube is also discussed.

DIAPHRAGM ARRANGEMENT

The~ cyclone separator is an inertial separator in which the gas is passed
tangentially into a cylinder, yielding a circular gas motion which tends to
"tcentrifuge" solid particles to the walls. In order to realize this effect in
the Australian National University shock tunnel - shock tube facility T3 (ref. 2)
the main diaphragm arrangement was nudified as shown in fig. 1.
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PLATE
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(b MULTIPLE ORIFICE DIAPHRAGM
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The facility incorporated a large area reduction at the diaphragm, passing
fron a driver diameter of 300 nm. to a shock tube diameter of 76 nm. In its
conventional arrangement, shown in fig. 1 (a), a diaphragm was placed at the
entrance to the shock tube, and was clamped by a pressure plate. In the mod-
ified arrangement, shown in fig. 1(b), the diaphragm was clanped between a
pressure plate and a diaphragm backing plate, each of which contained six
orifices, 38 mm. in diameter. The orifices ware offset from the centreline of
the shock tube, and ware equally spaced on a pitch circle diameter of 114 mam.
The six orifices ware aligned with the six deflection cavities in the cavity
plate. As shown in section B of fig. l(b), these cavities led to the shock
tube, with the cavity exits shaped to impart a circumferential ocupcnent of
velocity to the driver gas as it passes fron the cavity to the shock tube. The
vortex generating cavity plate was followed by a copper striker plate, which
was intended to catch any fragments leaving the diaphragm at high velocity as
it ruptured.

Some tests were also conducted in a smaller facility, T2, which is a
scaled down version of T3, involving a driver diameter of 76 mm. and a shock
tube diameter of 22 mm. The sane modified diaphragm arrangement was used, with
an appropriate reduction in scale.

A rough estimate of the relative magnitude of the circumferential velocity
component of the driver gas as it enters the shock tube may be made by refer-
ence to Fig. 1(c), where the dimensions of a cavity are shoan. It will be
noted that the portion CD of the cavity wall is straight and parallel to a line
drawn from the centre of the circle forming the rest of the cavity wall to the
axis of the shock tube. Assuming that gas enters the cavity with no radial orcircumferential corqxxwnt of flow, it follows that the mean flow direction of
the gas as it passes into of the resultant force exrted
by the pressure at the cavity walls. The pressure at the walls will be approx-
imately uniform, except over the sections AB and CD, where it will fall as the
gas accelerates towards the cavity exit. In order to impart a net clockwisei ~motion to the gas, the pressures along CD must be less than along AB. There-
fore, an overestimate of the circumferential component of velocity ay be ob-
tained by neglecting the pressure on CD, and assuming that the pressure is
equal to the cavity pressure along AB. This yields the result that the cir-
cumferential velocity is less than 40% of the radial velocity as the driver gas
enters the shock tube.

For consistent operation of the shock tube, it is desirable that the
diaphragm open fully on all six orifices, and that diaphragm rupture occur sir- !
ultaneously at all six. Inspection of multiple orifice diaphragm after rup-

ture indicated that all six orifices opened fully, exhibiting individual rup-
ture patterns which were qualitatively similar to the single orifice diaphragm.
A test was also conducted in which the ompression tube was fired at conditions
producing a peak pressure within 85% of the diaphragm rupture pressure, without
actually causing rupture. It was observed that nearly equal yield occurred on
all six orifices, with the displcement of the initially flat diaphragm at the
centre of each orifice varying by only ±4% about a mean of 0.38 orifice dian-
eters. Omparison of diaphragm kinetic energy and strain energy of deforma-
tion during yield at the rate of pressure rise experienced in the test indica-
ted that the diaphragm was essentially statically loaded. Thus, if it was
assumed that the diaphragm distorted at each orifice as a spherical surface,
and ruptured at a fixed distortion level, then the variation of ±4% at the
centre of the diaphragm could be interpreted as a variation of ±1% in the
rupture pressure. Since the pressure near rupture was varying at a rate of 1%
in 30p sec., this indicated that rupture was simultaneous to within a tine of
the order of 60u sec. During this time, the shock wave travelled only Im. of
the Sm. shock tube length at the highest shock speed tested.
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Use of the cyclone effect has led to marked reductions in the level of
damage due to diaphragm fragmts. Draage to models, mcunted on the axis of the
shock tube is confined to a mild 'sand-blasting' effect, coupled with an impact
by a smll diaphragm fragment in every 20 to 30 shots. Fig. 2. demonstrates
this impwmtnt, shwing the damage sustained by the hardened steel replace-
able leading edge insert for the axi-syametric supersmic-hypersonic expansion
nozzle used in non-reflected shock tunnel operation. 7te insert on the left of
the photograph displays the damage sustained in approximately 80 shots with a
conventional diaphragm arrangerrnt, whilst that on the right deonstrates the
much lower level of damage associated with twice that number of ahots using the
modified diaphragm arrangement.

In order to confirm that the cyclone effect was an inportant factor in
reducing da.,ge, scre experinents ware conducted in the T2 facility with the
vortex cavity plate replaced by a radial flow cavity plate in which the flow
was directed towards the axis of the shock tube i.e. the circumferential cot-
ponent of flow was eliminated.

2 3 51 61 9 01

SEND OF NOZZLE

SHOCKBL C~~TUBE ,

~~FRAGMENTS--

SRENEWABLE
L'STEEL LE-ADINGr

FIG. 2. 3MM)CN CF DIAPHO FA 10 D1M1

A copper disc was placed at the downstream end of the shock tube and, after four
shots, was severely pitted by diaphragm fragnents. The vortex cavity plate was
then replaced and a new copper disc inserted. A further four shots yielded
less pitting of the copper disc, with the pitting confined to a region close to
the walls of the shock tUbe. This is consistent with a cyclone effect, which
is centrifuging the larger diaphragm particles to the walls of the shock tube.
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SHOCK SPEED bEASUM S

Use of the multiple orifice arrangement, invlving radial injection of the
driver gas into the shock tube, my be expected to produce a strong "vena con-
tracta" effect, and thus act as a throttling orifice at the entry to the shock
tube. It may also be expected to generate shock waves, wh&ich lead to an en-
tropy rise in the driver gas.

These effects will influsnce the shock tube performance in a manner which
is difficult to model "a priori". However, it is possible to make an overall
assessment of their influence by measuring a range of shock speeds for a given
driver condition and using these to deduce the driver pressure and speed of
sound for an equivalent constant area shock tube - i.e. one which yields the
same shock speeds over the range studied.

Results of such measurements in T3 are presented in fig. 3. These tests
were conducted with a main diaphragm rupture pressure of 750 at n, and a driver
gas volumetric coopression ratio of 83, as estimated from the ratio of dia-
phragm rupture pressure to the pressure of the driver gas before compression.
7he associated speed of sound in the helium driver gas at diaphragm rupture can
then be calculated as 5.04 km.s 1 . A nuzrer of different test gases ware used,
and so the shock speed is most conveniently plotted against the initial test
gas density in the shock tube. The shock speeds ware averaged over a distance
of 3.5 m to 5.5 m. from the main diaphragm, where the shock speed attenuation
was typically 5% per metre. It can be seen that the measumr ts are consist-

3 ent wth an equivalent driver pressure and speed of sound of 150 atm. and 7.5
km.s - respectively.

20
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3hese results may also be campared with those pertaining to a single
orifice diaphragm. For example, the predicted shock speed variation may be ob-
tained for such a configuration by assuming ideal shock tube behaviour, with an
infinite area ratio contraction at the diaphragm, and using the diaphragm rup-
ture pressure and speed of sound, as noted above, as driver reservoir condi-
tions. This yields curve A in fig.3. Hwever, as discussed in ref.3, the free
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piston driver with a single orifice diaphragm itself does not behave in an
ideal manner, and it is convenient to represent its behaviour also in terns of
an equivalent constant area shock tube. The appropriate equivalent driver
pressure and speed of sound way be obtained by reference to fig.4 of ref.3,
where the tailored interface shock Mach nunber and pressure after shock reflec-
tion are plotted against the driver gas volumetric cmpression ratio. Using
the pressure ratio at shock reflection, it is then possible to deduce the con-
ditions in the driver gas at the contact surface and hence, the equivalent
driver pressure and speed of sound. For the above diaphragm rupture conditions,
this yields values of 310 atm. and 6.0 km.s 1 respectively, and leads to curve
B on fig.3.

It can be seen that, in comparison with either the ideal or the actual
single orifice diaphragm perfonrance, the nultiple orifice diaphragm yields
shock speeds which are reduced at high initial shock tube densities, and in-
creased at low densities. This is associated with a reduction in the equiva-
lent driver pressure, and an increase in the speed of sound. The reduction in
equivalent driver pressure in itself is explicable in terns of an effective
area reduction at the entrance to the shock tube, arising frun the "vena con-
tracta" effect but, when considered in conjunction with the increase in sound
speed, it is clear that it nmust be associated, at least in part, with an in-
crease in the entropy of the driver gas. Noting that the equivalent driver
conditions are related to actual conditions in the driver gas at the contact
surface through an isentropic process, it is possible to calculate the entropy
change in the driver gas by using the nn-isentrpic relation (e.g. ref.4).

AS/C v = (Y-l) ln (P R/pe) + 2y in (a e/a R)  (i)
where PA and a. are driver gas pressure and speed of sound at rupture, P and

the equpvalent driver pressure and speed of sound, AS is the entrgpychange, Cv the specific heat at constant voluffe, and y the ratio of specific
heats. For the multiple orifice diaphragm in fig. 3., this yields AS/C = 2.4.

The entropy rise in the driver gas was explored further through a series
of experinents in T2, in which records ware taken of the pressure at the end of
the shock tube after shock reflection. As shown in the wave diagram in fig. 4.'(a), the shock tube was operated in the "equilibrium interface" condition, in
which the wave systen produced by interaction of the reflected shock with the
contact surface is allowed to daup out, leaving the contact surface stationary,
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with a shock wave propagating upstream in the driver gas to bring the driver
gas to rest. In the experiments, a wave passed from the end of the shock tube
to the contact surface in less than 50 sec., a period which, as shown by the
typical record of pressure after shock reflection in fig.4 (a), is relatively
short corpared with the period for which pressure remains ccnstant. ThuS, by
measuring the pressure at 200 to 300p sec. after shock reflection, a value was
obtained for P , the pressure behind the shock wave which brings the driver
gas to rest at the equilibrium interface condition. The pressure in the driver
gas upstream of this shock wave (i.e. the pressure at the contact surface)
could be calculated from the shock speed and the initial shock tube pressure,
leading to the pressure ratio across the driver gas shock wave and hence, the
driver gas Mach number at the contact surface. In conjunction with the shock
speed, this yielded the contact surface velocity and speed of sound and allowed
calcilation of the equivalent driver pressure and speed of sound. The entropy
rise in the driver could then be determined from eqn. (1).

Results are plotted against shock speed in fig.4(b). For a driver volu-
metric compression ratio of 51, tests were conducted over a range of initial
shock tube pressures which allowed the Mach number of the driver gas at the
contact surface to vary from 1.0 to 3.2. It can be seen that the entropy rise
diminishes as the shock speed increases suggesting that, at least at the
higher contact surface pressures, part of the entropy rise is occurring in the
shock tube flow of the driver gas. lhis is consistent with the presence of a
strong "vena contracta" effect, and associated flow restriction, at the en-
trance to the shock tube, preceeding a steady expansion to the shock tube
cross-sectional area, follod by _exumpressin of the flow through a moving
shock wave system. This is illustrated in fig.5.

VENA CONTRA TA MOVING fSCOMPRESSION CONTACT SHOCK

WAVES SURFACE WAVE

FIG. 5. TEMTIVE MCIEL OF DRIVER GAS FILW

Some tests were also made at a lower driver gas voluetric oompression
ratio, and are presented in fig.4(b). 7hey serve to indicate that the entropy
rise is also influenced by the driver gas volumetric cxxpression ratio, a
factor which may, perhaps, be associated with the strong vortex generated by
the free piston as it travels lown the compression tube (ref.5).

CYCLCNE EFECr N SHOCK SPEED

*As already noted, the circumferential component of velocity in the driver
gas as it enters the shock tube is less than 40% of the radial ccuponent.
Assuming that the gas velocity is no greater than the local sonic velocity, it

* follows that the kinetic energy associated with the circumferential motion is
less than 4% of the stagnation enthalpy of the driver gas, an antmt which is

* unlikely to significantly affect the shock tube performance.

This was confirzmed by measurements taken in T2 with the radial flow cavity
Lplate. In comparison with the vortex cavity plate, no detectable difference

could be observed in shock speeds or in the magnitude and time dependence of
the post reflection pressures at the downstream end of the shock tube. I

, ... *II I I
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WMIM EAtE su

To confim that the driver gas circunferential component of velocity did
not significantly influence the development of the contact surface, measure-
ments of test time were taken in T3 whilst it was operating as a non-reflected
shock tunnel. Time resolved spectra ware taken of the visible radiation
emitted from the stagnation region of a hemispherically blunt body in the test
section. Tests were node with a mixture of 30% hydrogen and 70% neon as test

MIRE\S FIG. 6. EST TIM MEASUIEMENM

\ Driver : He , Test gas: 30H2-70He

4 1 Distance fran main diaphragm = &n.

gas, operating at shock speeds such that the
\ \ \ H and H lives could be clearly cbserved
o during j- test period. Arrival of the

contact surface was marked by the sudden
onset of impurity radiation.

06 7 8 9 10 Results are conmred with theoretical
SHOCK SpEED (kM, T! predictions in fig.6. The cross hatched

curve represents the test tines estimated by
Wirels' theory (ref.6), modified to take

account of expansion nozzle effects, according to method of characteristics
calculations of the unsteady nozzle phenomena (ref.7). Assuming that the
theoretical tines between arrival of the primary shock and the contact surface
represent the mudxiu which can be expected in the presence of shock tube
boundary layer effects, it can be seen that the circumferential motion of the
driver gas did not grossly affect the shock tube test time.

a CON(EIIN

The cyclone effect can be used to separate diaphragm fragments fr., the
driver gas in a shock tube without in itself significantly affecting shock
speeds or test tines. In the present experiments, it was found that a rela-
tively small circumferential velocity, involving an energy o2mponent which was
less than 4% of the driver gas reservoir enthalpy, was sufficient to dramtic-
ally reduce the level of damage caused by diaphragm fragments. Although
changes ware observed in the shock speed, it was found that they were associa-
ted with the use of a multiple orifice diaphragm. This caused an entropy rise4 in the driver gas, by virtue of both the complex flow situation at the entrance
to the shock tube and the possible recompression shock system in the shockI title.
t Although the experiments were conducted in a free piston shock tube, they
suggest that the sane basic method may be effective in removing diaphragm
fragments in more coanventional configurations. However, no tests have been
conducted to substantiate this view.

The authors acknowledge the valuable assistance of Mr. V. Adams in the
experiments. The facility T3 was constructed and operated with support from

t the Australian esearch Grants Committee.
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A NEW, DIAPHRAGMLESS, FLEXIBLE, LUMINOUS SHOCK TUBE

Yong W. Kim

Department of Physics
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Bethlehem, Pennsylvania 18015 U.S.A.

0A new pressure-driven shock tube has been designed, incor-

porating a spring-loaded ball valve in lieu of a diaphragm.
One rigid driver section is used to generate shock waves
simultaneously in one or more flexible driven sections.
Long flexible copper tubings have been used as a driven

section with a square cross-section test section. Luminousf" shocks have been successfully produced in air, argon and
xenon for tubings as small as 1.78 mm in inner diameter and

well over 1000 in length-to-radius aspect ratio.A-Further-Il
more, the tubings have been bent into arbitrary/ apes with
radius of curvature as small as ten tube radii without
measurable degradation of shock tube performance. A largeA portion of the driver gas is recovered after each shot and
the driven section remains free of contamination by expos-I ure to the atmosphere and diaphragms. Coupled with the
flexibility and the unprecedented reproducbility, this
feature makes the shock tube well suited for a wide range
of quantitative spectroscopic applications. A detailed
analysis of the exact relationship between the valve char-
acteristics and the shock wave properties is given.

INTRODUCTION

Historically, pressure-driven shock tubes have remained rigid, rectilinear
and uniform in crosssection to a high degree of precision. Due to their early
successful applications for studies of flows past bodies, the shock tubes are

generally large in crosssection and long and consequently, they require large
* space and command special measures to adapt diagnostic instruments to the pe-

culiarities of a given shock tube. There are also the matters regarding dia-
phragms: While relatively simple to provide, they are used only once and
their rupture characteristics difficult to predict precisely, thus leading to
a degree of uncertainty in the reproducibility of given experiments. Dia-

phragms are also one of the main sources of contamination of the driven sect-

ion and contribute to poor duty cycle of the experiment. Many ingeneos de-
signs for speedier diaphragm changes have been advanced and used but the prob-
lems such as diaphragm debries and poor reproducibility remain.

Shifts in the emphasis to the shock tubes as a tool for studies of kin-
etics can help relax the above requirements of the pressure-driven shock tubes.
First of all, the crosssection of the driven section might be reduced drastic-

ally and this paves a way to give flexibleniess to the driven section ofa
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shock tube. Earlier studies1 of shock attenuation and shock tube flow dura-

tion have established that due to the losses of shocked gas molecules through

the boundary layers of the primary shock flow the shock speed decreases sub-

stantiEly below the ideal value and the primary shock flow fails to grow in

length linearly with the length of the driven section. This means further

that irregular events upstream near the diaphragm have little influence on the

uniformity of the shock tube flows near the endwall located far downstream.

Placement of a perforated isc immediately downstream of the diaphragm to pro-

duce very weak shock waves is an example of such an implication. Techniques
3

of a splitter plate and a cookie cutter represent another such examples.

Following the above reasoning, the concept of a diaphragmless flexible,

luminous shock tube has been proposed, and successfully tested by construct-

ing such a shock tube featuring the full concept. The shock tube employs a

fast acting ball valve in lieu of the diaphragm and consists of one rigid cy-

lindrical driven section and one or more flexible driven sections, simultan-

eously driven by the single driver.

Results on hand thus far indicate that the new shock tube will be useful

for spectroscopic studies, as non-electric delay lines and for creation of an

extended gas dynamic laser medium. Aside from the inherent economy in space

and consumables such as the driver gas, the small size and flexibility make it

simpler to adapt the shock tube to specialized diagnostic instruments and un-

usual pressure or temperature environment.

In the following, we describe the construction of the shock tube and the

overall performance data. Comments on future improvements are given in the
end.

CONSTRUCTION OF THE SHOCK TUBE

The shock tube is equipped with a single cylindrical driven section of

2.22 cm inner diameter and 60 cm in length. The driven section can readily
handle high pressure gas of up to 135 atm in pressure and is connected direct-
ly to one side of the ball valve. On the other side of the valve a vacuum

manifold is connected to handle evacuation and gas mixing requirements. Up

to this point the inner diameter of the shock tube is maintained uniformly at

2.22 cm, including the valve in its open position. One or more flexible driv-

en sections are connected to the manifold. Each driven section is terminated I
with a test section having a flat endwall. The driven section consists of

uniform diameter copper tubing, varying in length from 25.4 to 122 cm. Three

diffexent tube diameters have been used: 1.78, 4.76 and 7.94 mm. Up to three

driven sections have been connected to the manifold for simultaneous genera-

tion of up to three shock waves. The overall arrangement is shown schemat-

ically in Fig. 1. I
These driven sections have been bent into differing shapes, some irregu-

lar and another helical, for most of their lengths, except for the last thirty
tube diameters or so which remained reasonably rectilinear. No apparent

changes in the shock wave characteristics have been observed when the radius

of curvature at some point in the driven section was reduced to as small as

L en tube radii.~I

Two different types of test sections have been employed: some of circular
crosssection and others of square crosssection. In the latter case, a coup-
ling has been used between the tubing and test section to effect a smooth
transformation of the crosssectional profile from a circle to square. All
test sections are machined out of plexLglas and polished to a transparent fin-

ish.
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Fig. 1. A schematic diagram of the diaphragm-
less, flexible, luminous shock tube
with three driver sections.

The final and perhaps the most critical element in the design of the
shock tube is the fast acting ball valve. The first valve used is the Whitney
7/8" ball valve (Model 60 series) with one change in design. The change en-
tails replacement of two molded gaskets, contoured to fit snugly over the
spherical surface of the ball, with two O-ringed flanges. This was done in
order to reduce the friction force on the ball and thereby improve on the re-
sponse of the valve to a sudden application of a torqule. The valve handle is
linked to one end of an expansion spring and the other end of the spring is
anchored at a point along the driver section of the shock tube.

I

In operation, the valve handle is first armed to a closed position (per-
pendicular to the driver section) by means of a cocking bar and then fired by
releasing the bar. In this manner, the valve is initially given the maximum
torque for fast action and settles down to an equilibrium full-open position
without requiring any breaking action. We note that in order to insure the
reproducibility of the firing action the cocking pin on the valve handle is
fitted with a ball bearing sleeve.

The valve has worked well right from the first trial as far as the primary
objective of producing luminous shocks in the flexible shock tube is concerned.j!: . As the use of the valve continued, the valve opening time begar to show an in-
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creasing scatter due to a wear on the shaft which links the valve handle to
the ball. The original stainless steel shaft is packed only with an O-ring
and three plastic washers and gradually developed the wear by coming into con-
tact with the stainless steel body of the valve. Consequently, a modification
has been made to the valve by replacing the original shaft with a new shaft
which is supported by two ball bearings and sealed with an O-ring. Further-
more, a second shaft of similar design has been added to the opposite side of
the ball. In this way, the ball becomes completely supported independently of
the two main O-rings mentioned earlier, thus reducing the driver pressure de-
pendence of the valve opening time. Fig. 2 shows schematically the details of

Fig. 2. An exploded view of the fast acting ball
valve. B denotes ball bearing sleeves for
the shafts supporting the valve ball.

the modified ball valve. This improvement has helped stabilize the perform-
ance of the valve, although there still remains some degree of dependence on
the driver gas pressure. This aspect is further discussed in the next sect-

-ion.

101In operation, the shock tube does not need to be exposed to the atmosphere
at all. After each firing, the ball valve is closed by returning the valve
handle to the armed position, the driver gas trapped in the driven section re-
leased and the driven section evacuated and refilled with a measure of the
driven gas. Much of the driver gas is recovered at high pressure, usually
better than at 85% of the original pressure, in the process. Due to the small
volume of the driven sections, the pumping time for evacuation is short, thus

improving the duty cycle of the shock tube immensely.

The initial shake-down period of the shock tube is relatively brief. Sev-
eral shots loosen up, and bring down to the endwall, the oxide deposits on the
inner tubing surfaces. After these are cleaned up once or twice, the test
section remains clean for a large number of runs to follow.
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PERFORMANCE OF THE SHOCK TUBE

The shock tube has been operated using hydrogen as the driver gas in the
pressure range of 30 to 85 atm. Air, argon and xenon have been used as the
driven gas in the pressure range of 10 to 30 torr. Observations have been

limited to the shocks strong enough to produce high levels of luminosity from

the shock heated gases. Fig. 3 shows time integrated white light photographs

Fig. 3. Time-integrated white-light photographs of
the luminous shock tube flows near the end-
wall at 22.0 torr driven gas pressure: a) air/

68.0 atm H,, b) argon/61.2 atm H2 , c) xenon/
49.0 atm IC all in the 7.94 square test sec-
tion; d) ad e) xenon runs in the 7.94 and
4.76 mm dia test sections both driven sim-

ultaneously by the single driver section
with 30.6 atm H 2I!

of the shock heated gases near the endwall of 122 cm long shock tubes: a), b)

and c) show the runs with air, argon and xenon in a 7.94 mm square test sect-
ion, respectively; d) and e) show the shocked xenon emissions in two cylin-
drical test sections of 7.94 mm and 4.76 mm dia, respectively, both driven
simultaneously by a single charge of hydrogen. In all cases, the test sect-
ion window is 6.35 cm long and the full width of each test section is left un-

obstructed for the camera.

Much of the luminosity is due to multiply reflected shocks in each run and
consequently some irregular, filamentary emission patterns are visible on the
upstream side of the shock-heated gas slug. Rotating drum camera pictures

also show that the majority of luminosity originated from the multiply reflect-
ed shock region in all of the latest series runs with the modified ball valve
design. The above observation is closely related to the fact that the high-

est shock Mach number in the 122 cm shock tubes has been limited to 3boat 4.5,
as determined from some streak photographs and photomultiplier pickups at two
different positions near the endwall. We will focus our attention to this as-
pect later on.

Overall, the luminosity from the multiply reflected shocks lasts for per-
iods far greater than in the conventional luminous shock tubes. For example,
the luminosity lasting up to four milliseconds has been observed in the 122 cm
long, 7.94 mm dia. driven section containing air initially at 22.0 torr while
the time of shock propagation over the entire length of the driven section is
only about one millisecond. This feature appears to arise from the fact that
the pressure profile upstream of the interface steepens much more sharply here
than in the conventional shock tubes due to the large crosssectional disparity
between the driver and driven sections and to the characteristic rate of valve

opening.
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A considerable effort has been exerted to establishment of the exact re-
lationship between the ball valve characteristics and the properties of the
shock waves in different diameter driven sections. The relationship plays the
central role in explaining the gross features mentioned above, achieving a
stable reproducibility regime and also in improving the shock tube perform-
ance. In Fig. 4 a summary of runs is given in which the valve op2ning time,

20 I 1 1 1 I 1 1 1 I

22.0 torr air/0 75. 9 atm Tj eO -

22.0 torr air/

68.0 atm H2

15 00

0Atshok'ms 0 c

10 0 0.

-t
5 IlIlI ll[

30 35 40
t~valve~ m

Fig. 4. The shock arrival time, At shockis

plotted as a function of the valve
opening time, Atvalve, for the 7.94

mm dia test section at two different
hydrogen pressures.

atvalve as defined by the time for the valve handle to rotate 1120 from its

initial cocked position, is compared to the shock arrival time, Atshock, as

measured from the moment of valve release to that of the shock arrival at
4.21 cm upstream of the endwall of the 122 cm long, 7.94 mm dia. driven sec-
tion. All runs were made in 22.0 torr air but driven by hydrogen at two dif-
ferent pressures: 68.0 and 75.8 atm at room temperature.

First, one finds an unmistakably distinct trend that the slower the valve
opening time the tardier the shock arrival becomes. A reasonable estimate for
the time of shock propagation over the length of the driven section should lie
between 0.75 and 1.7 msec, whereas the variation in At sho is considerably

larger. This points to a role of the valve in the process. Secondly, one
sees that at the lower driver gas pressure Atshock is smaller than that at the

higher pressure, again by an amount greater than the possible variation of the
shock propagation time. The latter observation also points to the behavior of
the ball valve because as the driver gas pressure increases, the load on the
ball bearings within the valve increases and consequently the friction force
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increases, thus impeding opening of the valve.

We can analyse the time response of the ball valve quantitatively by con-
sidering the equation of motion of the valve:

I B = k(S - S o ) r - f a ()

where I is the moment of inertia of the valve handle/ball system, k the spring

constant, f the friction force on the valve shaft and ball and ao the effect-
ive radius of the shaft/ball system. r is the moment arm length of the valve
handle and is given by

r = R cos e. (2)

where R is the length of the valve handle between the axes of the valve shaft
and cocking pin. e is the angular position of the valve handle with respect
to its initial cocked position. S denotes the length of the spring and S the
unstretched, equilibrium length of the spring. Denoting by L the distance be-
tween the shaft axis and the point where the spring is anchored, we have the
following relationship among S, L, R and e:

s 2 = L2 +R 2 2LR cos-- (3)

It is not necessary to determine I, k and f a independently in order to

solve eq. (1). Instead, eq. (1) is solved self consistently by a numerical
method, using the known values of At , the first turning point (a ) of the
valve handle following its release an Re R/L and So/L ratios. For this pur-
pose, we define

f a and K = kR (4)It
For At valve = 30 ms, R/L = 0.41, So/L = 0.35 and Ot 1350 we find F 2300

and K = 12000 in cgs units. The boundary condition that 0(t=O) = j(t0) = 0
has been used, where the time t is measured from the moment of valve release.
The solid curve in Fig. 5 gives the full history of the valve opening as a
solution oi eq. (1) under this condition. The ball valve begins to open at e
which is 12.240, and this corresponds to t = 7.2 ms. The primary shock is de-
tected 1.2 ± 0.3 ms later. This means that the shock wave characteristics are I
determined by the valve opening process during the period no longer than
500 Ls beyond 8s.

It is reasonable to expect that the larger the rate of opening around 9s
the stronger the shock becomes. One might ask them how this rate can be in-
creased. We show three additional calculations involving i) a decrease of the
friction by a factor of two (dashed line), ii) a non-zero initial angular ve-
locity of the valve (broken line) and iii) a doubling of the spring constant
(dotted line). The decreased friction significantly increases the rate of
valve opening about 9s and this is consistent with the observation made earl-
ier on the driver pressure dependence seen in Fig. 4. Clearly, the most ef-
fective avenue is to increase the spring constant, although the long term in-
tegrity of the valve shaft must be taken into consideration before exploiting
this to the fullest extent. Of course, the ratios R/L and So/L will also fig-
ure importantly in the optimization effort. It thus appears that the maximum
Mach number observed with the present ball valve is due to the present maximum
rate of valve opening. With a combined improvement by reducing the friction
and increasing the spring constant, the Mach number can be increased substan-
tially.

Finally, the arrival times of two shock waves in two different driven sec-
tions (4.76 and 7.94 mm dia.), driven simultaneously by the single driver see-
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tion, are compared in Fig. 6. At each Atvalve value, the two shock arrival

I times have been measured. The shocks propagate more slowly in smaller dia-
meter tubes due to the increasingly large function of the boundary layers pre-
sent in the primary shock flow. The results of Fig. 6 are indeed consistent
with this expectation. We also note that the streak photographs of the runs
in air show the reflected shock bifurcation similar to those observed in the I
conventional shock tubes.h

CONCLUDING REMARKS

We have proposed a new concept of the diaphragmless, flexible, luminous
shock tube, demonstrated its soundness by constructing such a shock tube and
identified the essential relationship between the ball valve characteristics
and shock wave properties. Sufficient ground work has been done, and the
direction for further development indicated, for establishment of the shock
tube as a contamination-free, highly reproducible tool. Especially, the fea-
ture that many shock waves can be produced simultaneously with this design of-
fers a broad range of opportunities for application. Some examples are the
use of the shock tube as a non-electric delay line , for production of gas dy-
namic laser media in long narrow channels, for studies of reacting systems
with many different relaxation times and for studies of thermodynamic states
requiring extreme pressures and temperatures.

The exceptionally long multiply reflected shock regime may or may not be
useful, depending on the nature of a particular physics in question. The
rather small depth of the shocked gas inherent in the flexible design is in a. way a drawback because of decreased luminosity but ready availability of sen-
sitive optical detectors should alleviate this difficulty. It is reasonable
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to expect that with further improvement of the valve response in the manner
suggested stronger shocks can be readily produced in flexible shock tubes.

JMuch of the diagnostics can be easily improved to bring about more precise de-

scriptions. We believe, however, most of the important features have been un-
ambiguously dealt with and for an experimental tool of a first order design
the shock tube has proven to be phenomenally successful. It is hoped that
many interested investigators would put the shock tube to varied uses in the
near future.

The author acknowledges the assistance of Nick Bigelow in the first as-
sembly of the shock tube.
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0Many molecules of spectroscopic interest are best

obtained for study in the laboratory by volatilis-
ing powdered material. For this purpose a conven-
tional pressure driven shock-tube was modified to
include a powder-injection capability. In order
to improve reproducibility from one ru;\to the
next the injection and firing sequence is autom-
atic and timed. Other features include safety
checks, a set-up monitor to reduce bad runs
through human error, and several operating options.
These options include manual or automatic mode,

with one or two diaphragms, overrides on most
operations, sequence interrupt on external triggerand remote operation and reset.

INTRODUCTION

Shock-tubes have been used for several decades in, amougst
other things, spectroscopy, reaction kinetics, heat transfer stud-
ies and in materials research. For the majority of these studies
the working medium was a gas but in recent years there has been an
increasing need to consider gaseous suspensions of solid material.
This is especially true for spectroscopic studies, which provided
motivation for the facility described here.

There are many molecules of spectroscopic interest, and of
t importance in other areas of high temperature research, which doj not exist under normal conditions. In many cases these solecules

can be generated by heating an appropriate combination of gases,
but this usually results in the presence of unwanted molecular

species which interfere with the work. An alternative approach is
to shock-heat solid material in powder form. This powder is susp-
ended as an aerosol in a gas which includes any other elements
needed for the production of the desired molecular species. The
powder particles are volatilised behind the shock wave and local

thermal equilibrium conditions can be achieved. This then allows

one to obtain the chemical composition, temperature and pressure
of the gas from chemical equilibrium computer programs, such as
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the one by Gordon and McBride (1971), and is why the shock-tube is
such a useful facility for spectroscopic research. The powder-
injection approach has the advantages of introducing fewer extra-
neous elements into the shock-tube, and of additional flexibility
in the choice of materials, but the disadvantages that it is
harder to make quantitative composition measurements and harder to
achieve repeatable conditions. Factors affecting reproducibility
now include particle size distribution and uniformity of particle
densities in the working section of the shock-tube. An important
aspect in the design of the powder-injection system was the need
to minimise run-to-run variations and to optimise reproducibility.

DESIGN FEATURES

The shock-tube equipped with the powder-injection facility
has an internal diameter of 3-inches and diaphragms are ruptured
by the helium gas pressure in the driver. Basically the system
operates by blowing powder into a settling tank, which contains
the working gas to be used, and then admitting the powder suspens-
ion into the previously evacuated shock-tube. After a short time
delay, to allow the gas to equilibrate, the diaphragm is ruptured
and a shock wave initiated. These operations are controlled by a
timer or, alternatively, may be effected separately by the user.

Figure I shows details of the powder-injection operation.
When the shock-tube and powder injection-system are ready for a

4 POWDER INJECTION SYSTEM

S FLL
Ia

WCUL ACUM Figure 1.•

Diagram of Powder-
POWER Injection System.

POWWll SCAVENGE

tun the shock-tube is evacuated, the tank contains the working
gas, usually argon, and the pressure chamber contains the same gas
at bout 45 psi pressure. Powder is placed in the end of a small
tube which projects into the tank. Starting the injection oper-
ation starts the timer and initiates the following sequence

1. Tank injection. The solenoid valve (Figure 1) is opened
and blows the powder into the settling tank.
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2. Shock-tube injection. A pneumatically operated valve is
opened to admit the gas-powder suspension into the shock-
tube.

3. Diaphragm rupture, which is achieved in one of two ways
as discussed below.

The times between the above operations, i.e. standing or settling
times, and also the length of time that the valves remain open can
all easily be changed. The Cramer timer operates a system of cams
which, in turn. operate micro-switches. The timer has a synchron-
ous motor which can also be changed. For most of the work with
this system a one-minute cycle has proved to be satisfactory, and
the timer stops itself after one cycle. The cycle cannot be re-
peated until the system has been reset.

The Powder Hopper, for introducing powder, is shown in Fig-
ure 2. Powder is placed in the tube and the cap replaced. This
cap is grooved to direct gas from the pressure chamber down the
tube when the solenoid valve is opened.

Figure 2. Powder Hopper With
Top Removed. Settling tank
shows to the right and vertical
pipe in foreground caries gas4 from pressure chamber.

Figure I shows a conical base to the settling tank with a
scavenge pipe leaving it. The scavenge operation Is used to rem-
ove exces powder between runs. The tank is pressurised to about
15 psi with nitrogen or argon and the scavenge valve opened, sweep-
ing out the powder which has accumulated at the bottom of the tank.
In operation powder accumulates in a number of unwelcome places,
inclutdLng the vacuum valves on the settling tank. This powder dam-
ages these valves when they are next operated. So, after a powder-
injection operation, internal jets of nitrogen (or argon) blow th*
powder off the valves before they are opened.

With the cycle timer controlling the various steps in the
operation of loading the shock-tube with gas-powder suspension it
was desirable that it also controlled diaphragm rupture. Simply
opening the fill valve was considered to be unsafe so the signal
from the timer arms the line to the fill valve. This then passes
control to the operator, who admits more helium to the driver

__.V..,
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until diaphragm rupture occurs. An alternative is also offered.
The shock-tube may be operated with two diaphragms instead of one.
These diaphragms are separated by about six inches. In operation
the intermediate chamber is filled to half the driver pressure,
such that neither diaphragm is loaded to burst point but that the
overall pressure drop across the two does exceed burst pressure.
The timer signal now causes the gas in the intermediate chamber to
be vented to atmosphere, thus rupturing the diaphragms. Again,
the open time of the vent valve can be varied.

The gas handling and powder injection systems are shown in
Figure 3, which shows the system of valves used for connecting the
driver and intermediate sections for gas filling, test and run
operations. it is essential that these valves be connected corr-

:4tkM

~~Figure 3. Diagram of Pumping and Gas Handling Systems. I

ectly and to avoid accidents they are all fitted with micro-
switches which sense their positions. Optical sensors are also

~placed on all toggle valves on the control panel and also on all
. vacuum gauge (thermocouple) isolation valves. A control system

was constructed for ensuring the safe position of all valves on
" the shock-tube, and in the powder-injection system, before any gas

* fill or shock-tube run operation can be implemented.

SAFETY

*One aspect of safety has already been considered. The con-
trol system ensures that all valves are in a safe position before

,i and before the automatic sequence can be started. This protects.

IMM 4'RM I
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the operator and the equipment. Powders may be hazardous to health
and it is best to assume that this is the rule. Consequently
filters were installed to clean exhaust gases before venting. In
addition these gases are mostly vented outside the building.
Another hazard occurs when the shock-tube is opened for cleaning
and a movable hood is lowered over the end at this time. This hood
is connected to a high volume blower and an absolute filter so that
there is no danger of a person breathing contaminated air when he
opens the shock-tube, see Figure 3.

CONTROL SYSTEM

The control system has three functions,

1. Safety. All valves connecting into the shock-tube must be
closed before gas can be admitted into the driver or inter-
mediate sections, or before the automatic sequence can be
started. Also the four-way ball valves in the driver gas-
handling system have to be set in different positions for
the various operations, and the control system ensures that
they are correctly set.

2. Automatic operation of the powder-injection and firing sequ-
ence. There are several options in this process which are

listed below.

3. Set-up and sequence monitoring. During shock-tube prepara-

tion there are a number of operations to be performed any of
which could easily be overlooked, e.g. loading powder, evac-
uation of the settling tank, filling tank and pressure cham-
ber. These processes are checked wich micro-switches in
appropriate places and recorded on a Progress Indicator.

Figure 4 is a block diagram of the elements of the control
system, the electronics of which chiefly comprise Transistor-
Transistor Logic (TTL) components with LED panel indicators.

COMM" SSTEM

o~eL - C*V .- - 'e

Figure 4. Block Diagram
of Shock-Tube Control
System.

,., 2ACAC . aU

Wm...,-, . ,, ) .,*mm J m a mv.~ ma .. ,..

loom N"C
C4CC SC

ant



Powder-Iniection Shock Tube 1103

Wherever possible micro-switches were used on valves that need
monitoring but in some situations a photodiode and small incand-
escent lamp combination was necessary. Figure 5 is a photograph
of the control panel showing the elements of the system.

Figure 5. Shock-Tube fi hL' i
Control Panel. DCU
may be seen on the
right, ACU at extreme
left and PIU and PIO 1
just left of centre.
See text for details.

The functions of these elements are as follows. (
a) Driver Interlock Unit (DIU)

Verifies safe conditions for driver fill, shock-tube run or
test conditions. LED panel display indicates status. Veri-
fies that driver three-way ball valves are set correctly:

the setting depends on the operation selected.

b) Driver Control Unit (DCU)
Option selection and driver operation. The options are I

i) One or two diaphragm operation.
ii) Automatic or manual.

iii) Test mode. Fill line is routed to the high pressure
gauge so that the sequence of operations may be
checked without diaphragm rupture.

iv) Scavenge of settling tank. This can only be selected
when shock-tube is not set to run.

v) Pressure switch function. A dual pressure-switch
may be used either to set intermediate and driver
pressures or for a warning signal and maximum pres-
sure limit control.

* c) Automatic Control Unit (ACU)
Verifies status of driver and powder-injection systems.
Issues start, stop and reset commands. Option to switch in
automatic stop on receiving input signal from external equip-
ment (e.g. pre-trigger of an oscilloscope or counter). If
such a stop occurs any valve in the injection sequence may.
optionally, be made to close if open at the time. Re-start
issues a reset command to external instrumentation.

*1
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d) Powder Injection Operator (PIO)
The sequence of events in the powder-injection operation are

Timer start.
Tank inject. Powder is blown into settling tank.
Shock-tube inject.
Signal to driver. Vents intermediate section with 2-
diaphragm operation, otherwise arms fill line for
operator.
Signal to driver turned off.

Any of these operations may be performed manually. Also any
of them may be switched out of the cycle. Status of each
operation is indicated by LEDs.

e) Progress Indicator Unit (PIU)
This unit has five functions.
i) Indicate status of shock-tube preparation and progress

in the run sequence with a LED display. Completion of
each step is required before the next can be registered
and the shock-tube cannot be run until the preparation
is complete.

ii) Overrides are provided for most steps.

iii) Manual termination of driver or intermediate section

filling, i.e. not controlled by pressure-switch. This
is achieved by manually recording completion. of the
step when the desired pressures (two pressures for
2-diaphragm operation) are reached. Signal of comple-
tion is transmitted back to the DCU, necessitating reset
of the driver valves before running.

iv) Reset control system for new run.

v) Prevents automatic cycle from repeating even if start
button is pressed.

f) Remote Control Unit (RCU)
Attached by cable to ACU this permits remote operation of
the shock-tube, with start, stop and equipment reset func-
tions. Some of the indicators of the DCU, ACU and PIU are
duplicated.

CONCLUSIONS

This system has been used successfully in spectroscopic
studies of metal oxide molecules, an example of which is the work
on the spectrum of WO, presented at this symposium by Shin, Cann
and Nicholls (1981). The system has proved effective in iitroduc-
ing powders into the shock-tub., increasing safety and in
reducing the number of runs failing through human error. I

There are a number of variables which affect the performance &
*. of the powder-injection operation and the reproducibility of the

results. The first of these Is the ability to achieve consist-
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ently correct pressures in the working section, after expansion
from the settling tank. Figure 6 shows that the error here is
limited only by the precision of the pressure gauges, Wallace and
Tiernen dial gauges in this case. Other variables include the

120
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time for which the valves are open. All these can be varied quite

easily. Optimisation will also depend strongly on the powder
itself, and the grinding and filtering processes to which it has
been subjected before introduction into the powder hopper. Some

studies have been made of these aspects and more are planned.
Interested persons may obtain further information from the

4. authors, as it becomes available.
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THE TESTING IN BIA HYPERSONIC GUN TUNNEL

F.G.Zhuang, M.X.Zhao, B.P.He and X.J.Xu

Beijing Institute of Aerodynamics

P.O.Box 7215, Beijing, China

This paper presents the performance of a hypersonic
gun tunnel in Beijing Institute of Aerodynamics, describes
test techniques and gives several representative experi-I mental results.

The tunnel uses axisymmetrical nozzle with an exit
diameter 0.6 meter. The test Mach numbers are from 8 to
15. The test Reynolds numbers are from 1.9 x 106 to
2.6 x 107 per meter. The useful running time is about 25 I
milliseconds.

This tunnel is equipped with some apparatus developed
by ourselves, such as three-component semiconductor strain-
gage balance, various types of piezoelectric and strain-
gage pressure transducers, thermocouple calorimeters,
reservoir thermocouple, thin-film platinum resistance
thermometers, schlieren system, and high-speed drum camera,
etc.

Several types of measurements can be made in this
tunnel: forces, pressures, heat transfer and temperature
distributions on a static model, free flight tests, and flow
visualization, etc.

In the flow calibration, the reservoir pressure,
reservoir temperature and the Pitot pressure were measured. I
The current operating parameters of this tunnel are
tabulated.

Some representative experimental results, such as the
free flight tests of standard model HB-2, the force meas-
urements of a 10-degree semiapex angle cone and the heat-
transfer distribution on a hemisphere-cylinder model are
presented. The given experimental data are compared with
theoretical predictions and data from other tunnels. The
agreements are fairly well. I

!I
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GENIAL DESCRIPTTONS OF THE FPCILITY

This BIA facility is a light piston hypersonic gun tunnel,
its schematic diagram shown in Fig.1. The driver section is 5m
long, and the driven section 10m. Both tubes have an internal
diameter 130mm. The axisymmetric conical nozzle has a 10-degree
semiapex angle, with an exit diameter of 600mm, and three inter-
changeable throats of diameters 35, 15 and 7.85mm providing
nominal Mach numbers 8, 12 and 15 respectively. Two contoured
nozzles(for Mach 8 and 12)will be added shortly. The cylindrical

test section is 1.8m long, has an internal diameter of 1.2m,with
optical glass windows of 450mm diameter on both sides. The capa-
city of the vacuum tank is 12.5m

3 . The vacuum pumping system
consists of two 11150 slide valve pumps, two ZJ-1200 Roots vacuum
pumps and one PHB-30 primary air-extracting pump,providing pres-
sures down to about 10- 3 torr. The compressor system consists of
diaphragm compressors G3V and G5Z, providing pressures up to 800
atm.

Prior to a run, the driver section is separated from the
driven section by two diaphragms in the double-diaphragm section.
The main diaphragm of the double diaphragm section is made of
aluminium or stainless steel plate with different thicknesses
according to the driver and driven pressures used. The diaphragm
is fastened with a hydraulic-auto-holder. The barrel is sealed
from the nozzle by an aluminium diaphragm,a plastic diaphragm or
a plastic throat-plug. The light piston made of aluminium is
placed next to the downstream end rf the double - diaphragm
section.

4 This tunnel uses the equilibrium piston technique, that is,
the piston weight Wp should be suitably matched with initial
pressure ratio of the driver and driven gases P4F/P 1 , so that
when the piston comes to rest,no overshoot or intense oscillation
would take place. Pence, a substantially constant reservoir
pressure could be maintained during useful running time.

*Ikft fem

Fig.1 Schematic Diagram of BIA Hypersonic Gun TunnelSr
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FLOW CALIBRATION

Reservoir pressure was measured by the Institute-developed
type AKC-25 piezoelectric pressure transducers, home-built type
ZQY-25 and Japan-built type PHF-30.W strain pressure transducers.
A typical reservoir pressure record trace is shown in Fig. 8.
It can be seen from Fig. 8 that the equilibrium condition of the
tunnel operation was achieved, and the ratio of the peak pres-
sure p to the equilibrium pressure Pe is within the range of
1-/pe,4i. [. In Fig. 2 the measured reservoir pressure values
are compared with the predictions given by the equilibrium pis-
ton theory(1,2), indicating that the measured values are about
25% lower than the calculated ones. This discrepancy is supposed
mainly due to the clearance leakage between the piston and the
barrel internal surface, the friction loss, and the heat loss of
the test gas, etc.

/P,2/ ' p to , i

• Prigo.t d 3 Rdialpresuredis

Idir
1 . il 0 1, )Cx' 120

Fig. 3 Radial pressure dis-

Fig. 2 Reservoir parameter tribution, at M=6

Reservoir temperature is measured by the Institute-developed
chromel-silimel (NiCr-NiSi) thermocouple, which is mounted in the
tunnel supply reservoir. Making a compromise between strength
and response time we have chosen the thermocouple diameter equal
to 0.1mm. In order to protect the thermocouple wire from the im-
pact damage of the compressed dense gas flow, an insulating shi-
elded sleeve made of glass-fiber-reinforced plastic was fitted on
the thermocouple. When the reservoir temperatures were measured,
a nozzle throat plug was used. The therxocouple temperature rea-

ches its equilibrium value in about 10ms. Since the tunnel useful
running time is about 25ms, we have sufficient time which allows
to measure the equilibrium temperature in this facility. After
data reduction, the variations of the reservoir temperature with
the ratio of the driver and driven pressure , p4 /p, ,were obtained.
Fig. 2 shows that the measured reservoir temperatures appear to
be 10-15% lower than the predicted values of equilibrium piston
theory. Similar to the case of reservoir pressure, these discre-
pancies are due to the clearance leakage between the piston and
the barrel and the friction loss. Besides these, they are also
due to the heat loss of the high temperature reservoir gas to the

ambient, the heat radiation and neat conduction loss of the ther-
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mocouple itself. Nevertheless, the trends either of the measured

reservoir pressure or of the measured reservoir temperature va-
riations are in accord with the predicted curves of the equili-
brium piston theory.

Pitot pressures in the test section were measured by the

Institute-developed type AKC2-23 and AKC2-40 piezoelectric pres-
sure transducers, and type FT foil strain fluctuation pressure
transducers. The Pitot rake was equipped with five transducers,
with the distance 110mm. Along the axial direction of the test

section, surveys were made for three stations, whose axial dis-
tances from the nozzle exit were 0, 200, and 300mm, respectively.
At each station, both horizontal and vertical Pitot pressure dis-
tributions were measured. Typical radial Pitot pressure and

axial Mach number distributions are shown in Fig. 3 and Fig. 4.
The axial Mach number relative gradients AM/M is about 12% per
meter due to conical character of the flow.

The Mach number distri-
butions are calculated from
the measured Pitot pressures ,"

and the reservoir pressure. -------- - -

After appropriate correc-
tions for real-gas effects, " - -- .
the local Mach number at the
measured point can be calcu- , _

lated from the Rayleigh Pi-
tot formula.

The current operating __-._m_-----
parameters of this tunnel r w ,, 0 , 0 - w
are listed in the Table I. Ai d1Mt... .

Fig. 4 Axial Mach numbers

distribution

Table 1. Operating parameters of the BIA gun tunnel

Nominal Mach number 8 12 15

Nozzle throat diameter, mm 35 15 7.85
Driver pressure, P4' kg/cm2 160 350 160 160

Driven pressure, P 1, kg/cm 1.) 5 1.3 1.3

Piston weight, Wp, kg 0.165 U.5 0.165 0.165 I
Reservoir pressure, Pt, kg/cm2

predicted 116 268 116 116
measured -85 -230 -85 -88

Reservoir temperature, Tt,OK
predicted 135U 1120 1350 1350
measured -1150 -1000 1-1150 -1150

Test section mean Mach number 8.53 8.52 11.7 15.5

Reynolds number, Re x 10, 1/m 7.7 26.3 3.> 1.9

Running time, ms 15 15 2p 25

_ 
__,i
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FREE FLIGiT NEASUREVENTS

A constant attitude free-flight measurement technique has

been used, in which tne model centroid is made to coinciae with

the center of pressure with a balancing weight, so that the model
will move at constant incidence without rotation. Test model,

constructed of hard foamed plastics, is initially suspended by
thin nylon threads at an angle of attack in test section. Jhen
the flow starts, the threaas burn away, and the motion of free-

flight model can be photographed with multiple-spark recording.

About eight distinguishable partially overlapping images can be
obtained on the photographic plate. After data reduction, the

model accelerations ax ana ay, along horizontal and vertical di-

rection x and y respectively, can be obtained. Then, the aerody-
namic coefficients of the model can be calculated from the given
model and flow parameters. The formulas for calculating aerody-
namic coefficients are as follows:

Drag coefficient, CD= -t- .(s. r CDs

I~ m sa .a.m s r)

Lift coefficient, CL : ay =(--). CDs

where CD sas, Ws, and S. are the drag coefficient, acceleration,

weight, and the maximum cross-sectional area of the calibration
sphere respectively under the same test conditions as that of the
model. For a continuum flow, the drag coefficient C~b of the

sphere was assumed to be 0.915. ax , ay, Wm, and Sr are the x-ai-

rectional acceleration, y-directional acceleration, weight, and
the reference area of the model, respectively. The axial-force
and normal-force coefficients can be calculated from the equa-tions: CN-CL- cos + CD sing.

C A=C D'cosa CL' Sin dC4= OCsd+CDsn

The center of pressure is taken to be at the centroid.

Using the free-flight measurement technique discribed above,
the tests of standaru model HB-2 were conducted. The model weight
was approximately 10 grams, with centerbody diameter 35mm and to-
tal length 171.5mm. The free-stream Mach number, N., for the
tests was 8.5 and the Reynolds number, based on centerbody dia-
meter, was 0.27 x 106. A set of overlapping images on one photo-
graphic plate of the free-flyin6 HB-2 model are shown in Fig. 9.
The values of CN, CA, and xcp/L obtained are compared in FiE. 5,

with force balance and free-flight force data obtained elsewhere.
It is observed that the normal-force coefficients obtained here
agree with the synthetic curve of AEDC(8) and other test data, the
values of pressure center coefficients are somewhat lower than
those from the synthetic curve and the ARL test data(4). Part of
the reasons for these discrepancies are the effects of the coni-
cal flow field. The values of the axial-force coefficients are
slightly greater than the data from DVL(6) , AEDC(7 ), and NPL(3).

III I
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Fig. 5 Force characteristics Fig.6 Force characteristics
for Model HB-2 for a 10•semiapex cone

FORCE BALANCE MEASUREMENTS

Used in the gun tunnel of BIA is the balance TP-B, which is
an Institute-developed, inertia uncompensated, three component se-
miconductor strain-gage balance. The load capacities of Tx:e ba-
lance are: front normal-force, 2kg; rear normal-force, 2kg; axial-
force, 0.5kg.

In an impulse tunnel like this one, it is usually required
that the natural frequency of the balance support system should
be an order of magnitude higher than the low characteristic fre-
quency of the test flow, so that the high frequency oscillation
signals may be filtered out with low-pass filters. But to meet
this requirement is difficult. After making some efforts, the
lateral and axial natural frequencies of the balance TP-B support I

* system reach 150 and 670Hz respectively. The test cut-off fre-

quency of the low-pass filter was selected as 160-300H . If the
cut-off frequency is selected too low, it is likely to filter the
aerodynamic signal off and make the results distorted. To reduce
the impulse effect of the barrel recoil force on the test section,
we have designed a flexible connection between the nozzle & test
section. The barrel is also fitted with a damping thrust-buffer
to absorb the recoil.

To decrease the inertia force withstood by the balance ele-
ments, it is necessary to decrease the model weight as much as

possible. In one force balance measurements, an aluminium thined
shell model was made. It was a 10 degree semiapex angle cone
with 70mm base diameter and about 45 grams weight. Typical force 1
balance measured traces are shown in Fig. 10, which indicates
that the oscillation of about 150 Hz exists in the normal force "3'

waveform, that is caused by the lateral frequency of the balance
support systems. In Fig. 6, the measured longitudinal aerodyna-
mic coefficients of the cone model are compared with the Newto-
nian theory(9)and NASA test data. The test Mach number was 12.08

. - -. .. .I , .
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and Reynolds number,basr: on diameter, .as 2.45 x I0s . In Fig.
6, it can be seen that the measured data give fair agreement with
data of NASA (10 -e/ ) , and Newtonian theory. The measured values of
axial force coefficient are somewhat higher than that predicted
by Newtonian theory, this disagreement may be a result of skin-
friction effects.

HEAT TRANSFER MEASUREMENTS

The heat transfer rates on test models are measured using
the Institute-developed type PM-i thin-film platinum resistance
thermometers, which has a diameter of 3.5mm, and a thin-film
thickness of about 0.1 micron. In order to improve accuracy and
sensitivity, a Japan-made type DPM-6G dynamic strain amplifier
was used in addition to the thin-film thermometers in the heat
transfer measuring system. This is suitable to the low heat
transfer rate measurements of model surface. To simplify the da-
ta reduction of heat transfer rates, a T-shaped thermo-electric
analog network was developed according to a scheme proposed by
Meyer(12). Thus considering the characteristics of the dynamic
strain gage and the analog network used, we arrive at the follow-
ing expression of the heat transfer rate:

-4
q=2B x 10.- R .1k Pc ( (t) V1 (t))

o'.Ro (R*.C*)V2

where R is the precision non-inductive resistance of the dynamic
strain-gage bridge box; k,p , c, are respectively the coeffi-
cients of thermal c~nductivity, density, and specific heat of the
thin film resistance thermometer backing material;a is the resis-
tance thermal coefficient of the thin-film; R*, C* are respecti-
vely the electrical resistance and the capacitance of the analog
network; B is the amplification factor of dynamic strain-gage;
and (Vn(t)-V(t)) is voltage difference on the output resistanceof analog network.

i. P7. e r.e5 oS a h i D -ci ne7r

. -- A8, 5 Loos tl (
,7 !.... ~~0.4 i
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Fig. 7 Heat-transfer on a hemisphere-cyiinder
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A hemisphere-cylinder model was made for heat transfer mea-
surement. The nose radius of the model was 50mm. The test Mach
number was 8.5 and Reynolds number was 0.77 x 106 (based on cy-
linder diameter). The measured value of the stagnation point
heat transfer can be compared reasonably well with the Fay and
Riddell's one(I . The measured value is 9.2 cal/cm.sec, and the
theoretical calculated value is 9.0 cal/cm 2.sec. The laminar
heat transfer distribution of the blunt cone surface at zero an-
gle of attack is calculated by equations of Lees ( e) . The heat-
transfer distribution for the hemisphere-cylinder is plotted in
Fig. 7. It can be seen that the present measured data agree clo-
sely with the NASA Ames shock tunnel test data(1

5)and the theore-
tical curves from the Lees equation.

CONCLUSIONS

At present, the Mach number range of BIA hypersonic gun-tun-
nel is from 8 to 15, the Reynolds number range is from 1.9 x 106

to 2.6 x l07 per meter, the exit diameter of nozzle is 0.6 meter,
and the useful running time is about 25 milliseconds.

From the results of flow calibration, free-flight measure-
ments, force balance measurements, and heat-transfer measurements,
it can be concluded that the experimental data from this tunnel
agree fairly well with the theoretical predictions and some other

corresponding experiments. It was demonstrated that good data
could be obtained in the BIA gun tunnel.
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Fig. 8 Reservoir pressure Fig. 9 fB-2 model multipc spark
record trace silhouette
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Fig. 10 Force balance measured trace



AN APPLICATION OF THE MOLECULAR BEAM TIME-OF-FLIGHT TECHNIQUE

TO MEASUREMENTS OF THERMAL BOUNDARY LAYER EFFECTS

0ON MASS SAMPLING FROM A SHOCK TUBE

0K. Teshima, N. Takahashi and M. Deguchi

0Department of Aeronautical Engineering,
Kyoto University, Kyoto, Japan

& The conventional time-of-flight (TOF) method was used in
9shock heated molecular beams. Velocity analyses of TOF

signals show that the translational temperature is suffici-
ently low so that one can assume all the stagnation enthalpy
has been converted into the mean mass velocity of the beam
molecules, therefore an effective stagnation temperature of
the extracted molecules can be calculated using the measured

mean mass velocity. For a large extraction orifice (3.2 mm
in dia.), it agrees very well with the Rankine-Hugoniot
value in a temperature range up to 10,800*K, in case of

argon. This technique was applied to measurements of the
effective stagnation temperature of sampled gas from a
small orifice (50 - 200 pm in dia.), which is usually used
in the shock tube mass sampling and where the gas temperature

may be affected during the sampling period by a rapid
development of a thermal boundary layer (Tbl) at the end
wall of the shock tube. An evaluation of the effective
stagnation temperature of the sampled gas affected by the
Thl growth was made by a simple superposition of an assumed

one-dimensional Tbl growth and a sampling hemisphere.

Comparisons with the experiments show that for appropriate
experimental conditions this simple estimation can predict
the effective stagnation temperature and its change during
the whole sampling period very well.

INT 7CTION

A shock heated molecular beam (SHMB) is useful for study of the molecular

reaction dynamics especially those including internally excited molecules. A
time-of-flight (TOF) method to analyze the velocity distribution of the beam

molecules can be used to determine their internal states by using the energy

A conservation and has been used for the conventional molecular beams For a
transient beam like SHMB, other optical methods, e.g. measurements o Ifluores-

" i cences induced by an electron beam or a laser may not be adequate becaise they
need many runs to obtain meaningful data. The use of TOF method in SHMB can
give an information about internal energy relaxation process of high tempera-

ture gases and cam be used to determine their final energy contents in the beam
molecules as well as the kinetic energy and its distribution of the beam.

•5
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We have used the TOP method in SHMB of argon for a wide range of the
source temperature from 1,400 to 10,800*K. For a monatomic gas, the mean mass
velocity and its distribution as a parallel translational temperature determined
by the measured TOF signal, can give the stagnation temperature using the energy
conservation law. Experimental results show that the measured stagnation tem-
perature agrees very well with the Rankine-Hugoniot value, and that the trans-
lational temperature of the beam molecules is sufficiently low to assume that

all the stagnation enthalpy has been converted into the directional mass
motion within 3% error in temperature.

The SHMB is also useful for a shock tube mass sampling, whi_"s been
widely used for the study of high temperature reaction kinetics. In this
technique high temperature species in the reflected region are extracted into
a high vacuum detection chamber through a small orifice (20 - 200 Pm in dia.),
so that the detected species may have been subjected to cooling due to a rapid
development of a thermal boundary layer (Thl) at the end wall of the shock tube.
A theoretical evaluation of this effect is not easy, because it includes a Tbl
growth coupled with an orifice Afow and the flow is not one-dimensional near
the orifice. Voldner and Trass have evaluated this effect by numerical works
for an orifice flow and by coupling of it with the solution of the Tl. The
application of the TOF technique to such beams extracted from small orifices
can give an effective stagnation temperature of the sampled gas as a result of
a bulk effect of the Tbl. Experimental results were compared with calculations
by a simple superposition of an assumed one-dimensional Tbl growth and a uniform
sampling hemisphere surface. Comparisons of these results will be presented
and discussed.

TOF TECHNIQUE

A ghematic diagram of the apparatus, details of which were reported pre-
viously, and the TOF measurement system is shown in Fig.l. Chopped molecules
through a slit on a rotating disk in 47 - 70 psec were detected by a quadrupole
mass spectrometer and a secondary electron multiplier detector after 104 cm
flight. A photocell signal was used to determine the time zero. Argon beams
from the reflected region in a wide temperature range from 1,400 - IO,800*K
and a pressure range from 1.3 to 6.8 atm were examined. Typical TOF signals

Detector
Test Chamber

Chamber
It S EM.

Skimmer Ai

r Photocell
Nzl/ Light a -pole

Nozzlek~ssfilter

Chopper Electron
Flight Path Length Gun

Shock tub* Colllenator

To pumps ,

Fig.1 Schematic diagram of SlHMB apparatus and TOF measurement system.
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are shown in Fig.2 as the lower trace. The upper trace is the photocell signals
and the correspondency between them are indicated by numbers. Each TOF signal
was fitted to an ellipgoidal Maxwellian in order to determine a translational
parallel temperature T/, characterizing the velocity distribution, and was used
to determine the mean mass velocity. Although the beam intensity changed for
the duration time, the temperature and the mean velocity were almost constant
for all TOF signals in a single shot.

Fig.2

Typical TOF signals (lower
trace) and photocell
signals (upper trace).
200 psec/div.

Fig.3 shows the temperature and the speed ratio of the beam against a
scaling parameter which is a measure of the i stic collision effect in the
expansion process. A theoretical prediction of the speed ratio for the
room temperature monatomic gases is also shown as a solid line. Discussions
about the speed ratios of SI4B will be given elsewhere. In Fig.4 the effective
stagnation temperature calculated with the measured mean mass velocity and the

OI 10 I ' I

7
& f1 Fig.3

S=Parallel translational
temperature T#, and speed
ratio S& of SHMB against a

A-. scaling parameter A, where

0P is the stagnation pres-
sure, d the nozzle orifice
diameter, C and R are the

0 0Vpotential depth and its
Z location of Lennard-Jones

S ..-.. 4.lJh (12-6) potential, respect-
ively and Tr Is the stag-

u,=---S ,Oatm nation tempt..ture. I
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A .jd,"'Ad ,m "m



I -. I

Thermal Boundary Layer Effects 11191

translational temperature using the energy conservation, is plotted against
the Rankine-Hugoniot values calculated with the measured shock velocities. It
can be seen that the measured temperature agrees very well with the ideal
frozen temperature up to a high temperature, where the ionization occurs sig-
nificantly. This is reasonable considering that the ionization relaxation time
in our experimental conditions is longer than the beam duration. Experimental
results also show that the stagnation temperature can be determined only by the
mean mass velocity within a few per cent error. Therefore this technique is
applicable to a beam extracted through a small orifice which is usually used in
a shock tube mass sampling system, in order to examine the effective stagnation
temperature of the sampled gas.

7 ?0
3

Fig.4
9 . Measured stagnation tem-

perature T wt
oexperiments with

8 a large nozzle diameter

(3. 2mm) vs the Rankine-
Hugoniot value teory"

Z 5 - --- z4aWm

*--P~zl7atn,

I'
33

2 .2-

1 2 3 4 5 6 7 8 9 10 11,10-
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SHOCK TUBE MASS SAMPLING SYSTEM

As shown in Fig.5, a small orifice of 50 - 200 pm in its diameter and of
100 pm in its thickness was attached to the end wall of a shock tube to make the
surface flush. The expanded flow from the orifice is led to a three stage
molecular beam apparatus to make a molecular beam. The first stage, nozzle
discharge chamber, was evacuated by a 709 1/sec mechanical booster pump and
was kept at a pressure less than 5 x 10- Torr when the test gas of 10 - 100
Torr of argon was filled in the low pressure section of the shock tube. The
second and third stages, downstream of a skimmer and a collimator, respectively,
were evacuated by 600 i/sec oil diffusion pumps and kept at pressures less than

I10- Torr. The detector chamber was kept a pressure about 3 x. 10 Torr.

The skimmer was located at a distance of 20 to 100 times of orifice diameter I
from the orifice so as to obtain a terminal velocity of the expanded flow and
also to keep away from disturbances due to the Mach disk of the expanded jet.
The molecular beam was chopped into a sequence of short segments by narrow
slits on a rotating disk, which was made of 0.1 mm thick and 10 cm diameter
stainless steel plate. It had 90 equally spaced, 0.8* width and 10 ,rn length
slits on its periphery and was rotated at 3000 r.p.m., so that it can chop the
beam every 200 psec into a 45 psec FWHM segment. The disk was manufactured by



11201 Teshima et al

a photo-etching technique and the differences in the size of the slits were
less than 3 %. The molecules in each segment were detected by the above men-
tioned detector located at 70.2 cm from the disk. Measurements were made at
stagnation temperature ranged from 800 to 4000*K and at pressures from 800 to
1370 Torr. The stagnation pressure was measured at the end wall.

_Fig.5
PShock tube mass sampling

_u oapparatus.

Orifi . . Shutter

Skimmer

4'
EXPERIMENTAL RESULTS

I ' Typical oscillogram traces are
shown in Fig.6. The TOF signals are
in the middle trace, for which time
zeros are shown in the upper trace as
the photocell signals. It can be seen
that a good agreement between the en-
velope of the TOF signals and the
stagnation pressure history (lower
trace). In order to see the corres-
pondencies between the photocell and
TOF signals, each fifth slit was masked
so as to pass only a part of light
through the slit, th :efore the TOF
signal did not appear for these slits.
The correspondence between them is in-
dicated in the figure by circles. From
the time difference of these signals
and the flight path, the mean mass
velocity at each time was obtained.
Measurements were made several times
for one condition to obtain time depen-
dence of the temperature. The ratio of
the measured effective stagnation ter- Fig.6 Typical TOF signals (middle) as
perature T to theoretical one T5 are well as photocell signals (upper) and
plotted against the sampling time, of stagnation pressure (lower).To.lO7O7K
which origin is taken as the shock d-100 Pm. 500usec/div.
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arrival time at the end wall, in Fig.7. It shows that for a lower temperature

with a larger orifice, the effective stagnation temperature agrees well with

the stagnation value for the whole sampling period and for a higher temperature

with a smaller orifice, the ratio becomes much smaller than unity and varies

with the sampling time. In Fig.8 the effective stagnation temperature at 0.5
msec in the sampling time is plotted against the stagnation temperature for

various experimental conditions. It can be seen that for a higher temperature
with a smaller orifice the effective stagnation temperature of the sampled gas

deviates severely from the true stagnation value.

0 _ _ --- - 0

0 0 0~ 00 0
o0 0

0..0 0

* Fig.7
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COMPARISON WITH A SIMPLE MODEL AND DISCUSSIONS

An exact treatment of the Tbl effect on the sampled gas includes an
orifice flow in a Tbl and the numerical mefiod may be realistic only for a
very short time after the shock reflection. If we include the relaxation and
chemical reaction process of the species during the sampling process it may
become further difficult in the present numerical technique and the computer
machine. Here a very simple estimation of the effective stagnation temperature
of the sampled gas is made, assuming one-dimensioll Tbl growth at the end wall
and a uniform sampling from a sampling hemisphere, separately. The tempera-
ture profi}t in the growing Tbl can be calculated using the analysis by
Goldworthy for a perfect gas with an arbitrary tempjrature dependence 8 f6ge
thermal conductivity k. We used an empirical relation of k = k (T/T ) ,
where the suffix w denotes the value at the wall temperature. The radius of
the sampling hemisphere can be calculated by the flow rate at the orifice with
the stagnation condition at each sampling time. As an effective stagnation
temperature of the sampled gas, we take an average surface temperature on this
hemisphere immersed in the Tbl whose temperature profile is known, assuming a
uniform sampling from the surface.

The calculated temperature are compared with the measured values for
several experimental conditions in Fig.9 by solid and broken lines. For a
larger diameter orifice at a lower stagnation temperature, the present model
can predict the Thl effect quite satisfactly for the whole sampling time.
But for a smaller orifice at a higher temperature it fails, although the
coupling of the Tbl growth with the orifice flow is weak. This seems to be
resulted from the assumption of a uniform sampling from the hemispere surface.
For a smaller orifice, cooler gases near the wall flow into the orifice at
larger angle than for a larger orifice, then the assumption of the uniform
sampling become invalid and underestimate the cooling effect. Therefore the
streamline inclination to the wall should be taken into account for such cases,4as Voldner and Trass have made.

op 0 0 00 0-0 0 . 0 o

000

TS= 900K T5 = 1350K

o,- Om o,- 100 jm

A,-- 50 A,-- 50

C I 2 3 C 2

Sampling Time (msec) Sampling Time (msec)

(a) (b)

Fig.9 Comparisons of the calculated temperatures with the measured values.
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MEASUREMENT OF DYNAMIC PRESSURE IN SHOCK TUBE

eBY STREAK PHOTOGRAPHY

Joseph H. Owren

Marco Scientific, Inc., Sunnyvale, California 94086

Oand

Robert E. Dannenberg

0Kendan Associates, Palo Alto, California 94303

al Instrumentation for application of the Mach

angle technique to measure dynamic pressure of the
stream flow in a shock tube is described. To
develop Mach lines suitable for observation, a
small conical probe was mounted on axis at the
test station. An image converter camera, (,ptics
and a standard electronic flash lamp completed theinstrumentation. In operation, a Mach cone was

generated around the probe following passage of
the incident shock wave. Conical flow theory

* relates the Mach angle to the flow Mach number and
dynamic pressure. Photographs of the Mach cone
were obtained for framing and streak mode of
recording. It was found that a streak record
offered the best detail of the flow.

The instrumentation for determinig dynamic
pressure characteristics was developed for an arc-
driven shock tube operating at Mach 7. The test
stream flow was to serve as a reference pressure
base for the calibration of supersonic total head
probes.

INTRODUCTION

When a shock tube is used for a particular study, certain
properties of the flow are of primary importance. For example,
when calibrating supersonic total head probes, the duration and
uniformity of the test gas must be known for proper interpretation
of the test results. Calibration or scale factors for the
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pressure probes under test are determined by comparison of probe-
measured pressures with pressures calculated from normal shock
relations based on actual shock speed. It is well known that the
shock velocity together with the initial pressure ahead of the
shock wave is sufficient to define the equilibrium thermo-
dynamic properties of the shock heated gas. The theoretical
normal shock calculations assume a constant level of pressure
with time behind the shock (test gas region). In practice,
however, the flow velocity may attenuate during the test period
and induce changes in the dynamic pressure and, therefore, pitot
pressure.

In order that probe calibration studies may be conducted in
well understood and characterized flow environments, an experi-
mental technique was developed to measure the time history of the
dynamic pressure. The equipment described in this paper was used
to evaluate a high pressure test stream of air at Mach 7 (P =
1 atm) for test time, but more importantly, to measure the
uniformity of dynamic pressure for the period between the incident
shock and the contact surface.

MACH ANGLE TECHNIQUE

A small conical probe aligned with the flow in a shock tube
makes a convenient test fixture. Following the passage of the
incident shock wave, a stationary conical shock wave is generatedin the stream flow around the probe. Measurement of the angle of

the conical shock wave together with the known probe shape will
yield the Mach number of the stream flow. For example, Chart 5
in Ref. 1 shows the dependence of shock wave angle on cone semi-
vertex angle for various stream Mach numbers. Simplification of
the graphical calculations of Ref. 1 is possible if the cone angle
is small and the stream Mach number is low, less than approxi-
mately 3. Within these limitations, the stream Mach number, M,'and the shock wave or Mach angle, 0, are related simply as

1 = sin 0 (1)
M

Thus for small cones (semivertex angles less than about 60)
variations in stream speed are directly related to changes in theobserved Mach angle.

The dynamic pressure, q, is defined as

q = PsM2  (2)

where P is the static or side-wall pressure and y is the
specific heat ratio for air. From the measured values of the
Mach angle and side-wall pressure, the dynamic pressure can be
calculated. For the nominal incident shock Mach number of 7, the
flow Mach number was 1.75. The dynamic pressure behind the
incident shock was 127.9 atm.

TEST TIME -

Prior to the tests to determine the dynamic pressure of the
stream flow, a short study was made to evaluate the test time in
the shock tube for Mach 7. The instrumentation consisted of an
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Imacon (Model 790) image converter camera with its fl.9 spectro-
graph attachment as indicated in Fig. 1. Measurements were made

Sp-troaph

converter

Fig. 1. Time resolved spectrograph.

with the camera operated in the streak mode and with the gas in
the shock tube seeded with trace amounts of pure sodium chloride.
Streak operation of the camera is discussed later in the text.
Photographic records (Fig. 2) of sodium line emission behind

He/Ne laser calibrator, 6328 A, with timing record of

Sodium _____

line,
5960 A__ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

Shock front

Fig. 2. Spectrograph record.

the incident shock indicated that approximately 95-108 psec
behind the shock front, the radiation extinguished signaling the
arrival of the interface region between the test (air) and driver
gas.

On the basis of the spectrograph data together with pitot
pressure measurements (not shown), it was determined that the
overall stream flow was of 160-180 Usec duration. The flow during I
the first 100 psec was shocked air followed in the remaining 50-
70 psec by helium which had expanded from the arc chamber. The
results dictated that a 200 psec recording period would cover the
flow period of interest in the shock tube.

INSTRUMENTATION SYSTEM

The conical probe and camera system arrangement are suitable
for operation for any type of shock tube capable of operation at
shock speeds from Mach numbers of about 6 to 20 or more in air.
The instrumentation was developed for use with the 10.16-cm
diameter shock tube of the arc-driven shock tube facility at
NASA-Ames Research Center. Details of the energy storage and arc
driver system have been described elsewhere2 . The shock tube was

mmmm m1
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operated at Mach number 7 with an initial driven tube pressure of
1 atm of air.

The conical probe had a semivertex angle of 40 with a base
diameter of 12.7mm. The general arrangement of the installation
in the shock tube is shown in Fig. 3. The test section was

Station. 0 33.34 36.6

25 mm dia Conical Strut

window prob

Fig. 3. Test section.

equipped with diametrically opposed ports. The windows mounted
in the ports were small, 25mm in diameter, and the interior
window surfaces were not contoured to the bore of the shock tube.
When installed, the inner surface of the window was mounted flush
with the bore (along a meridian diameter) and, therefore, the
upper and lower sections of the windows were recessed slightly
below the adjacent tube wall by approximately a millimeter. Any
waves or disturbances produced by the recessed regions did not
appear to cause distortions or interferences in the photographic
records. Windows were fabricated from sheets of optical grade
Plexiglas. A 20mm thickness was satisfactory for Mach 7 operation.4 Windows were replaced after every run as their exposed surfaces
became crazed and darkened as a result of the shock heating.

The light source for the optics system (Fig. 4) was an
ordinary photographic electronic flash, a Sunpak 411. This flash

flash
lamp Image

converter
careera

aperture cmr
knife knife

edge edge

Fig. 4. Optical system.

was selected because it has a reasonably constant level of light
output for approximately 250 psec. The lamp was masked down with
an aperture of approximately 5mm square, and the light was then
collected with a 50mm fl.4 lens. This lens was a typical SLR
camera lens and was used to image the light to a small spot size
where a knife edge was placed. The knife edge was a razor blade.
The light was then re-collected with another 50mm fl.4 lens and

-* m , =* m~m m m m : m a -
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collimated to pass through the test section. This system illumi-
nated the needle probe with a uniform field of constant intensity
collimated light. A third lens formed an image of the needle at
the cathode of the image converter tube. The schlieren system
also produced images of shock waves in the field.

The optics and illumination system was designed to take
advantage of the unique characteristics of the Imacon camera. The
high optical sensitivity of the camera allowed us to use a low
powered light source and still provided adequate light for easy
adjustment for optimum shock sensitivity. Since the camera
provided the shuttering function, we did not have to use short
pulse light sources.

The conical shock waves illuminated by the shock sensitive
image system were recorded with the camera (Fig. 5) operating
in a shuttering or streak mode. The complete optical image is

Fig. 5. Imacon 790 image converter camera.

converted into an electron image (by the photocathode) which is
transmitted to a phosphor screen where it is again converted into
an optical image. The latter image is recorded on Polaroid film.
Photographic records were obtained with preset times and selected
streak or framing sequences.

In the fast shuttering mode, the camera recorded 8 framing
images generally at 5 usec intervals, each with a 1 Usec
exposure time. The equivalent framing rate was 2 x 105 f/s. As
the period of the test gas flow was about 200 Usec, and with a
camera recording sequence of 35 jisec, several runs were made to Idetail the entire shock tube flow.

With the streak mode, a single run sufficed to obtain a
continuous time history of the flow. -For streak operation, the
image is optically restricted to a vertical strip by a slit
aperture in the primary image plane within the camera. Only a
thin slice of the image is observed and swept across the screen
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and film at a constant rate. The 200 vsec period of interest for
observation was achieved with a streak rate of 2.8 psec/mm.

The lighting and imaging system was built from common
standard components and did not require critical adjustments.
Lenses and knife edges were adjusted for optimum resolution and
sensitivity without sacrificing too much luminosity. The pro-
vision on the Imacon camera for static focusing for picture
quality simplified adjustment of the light source and optics on
the photocathode of the image converter tube. Both the camera
and light source were operated at the times desired by means of
adjustable time delay generators. Start signals to the generators
were developed from shock detectors located at stations along the
shock tube normally used in facility operation to determine the
shock velocity.

APPLICATION

Typical framing records of the Mach wave pattern around the
probe are shown in Fig. 6. The time that each frame was obtained

If

Fig. 6. Framing record.

after the arrival of the incident shock wave it the tip of the
probe is indicated on the figure. The sequence of the eight
frame recording format was as follows: Frames are read from
bottom to top, column by column, from left to right.

Measurements of the Mach angle obtained from framing records
are shown in Fig. 7. Several different methods were used to
measure the Mach angles. These included enlarging the film,
digitizing the wave profile and utilizing various arrangements of
protractors and triangles. The most accurate and reproducible
measurements were those made directly from the original photo-

.j . graphs using an adjustable compass triangle custom scribed with
fine reference lines. Measurements were made of the total Mach
angle a8 well as the half-angle. Measurement accuracy was less
than ±h

An example of the streak record of the Mach lines is shown
in Fig. 8. In this record, the camera was triggered to start
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0 0 0 p0

S30

c
0

* 20O Frame

0 Streak

01 1 1 1 J

20 40 60 80 100

Time from shock wave at tip of probe, sec

Fig. 7. Mach angle measurements.

recording 20 isec before the incident shock wave crossed the plane
of view. The camera was positioned such that the viewing slit
(100 microns wide) was positioned 13mm downstream from the tip of
the probe. The streak record displays the two lines representing
the sections of the Mach cone (upper and lower edges) intercepted

by the viewing slit. A change in the spacing between the lines
is indicative of a change in the Mach angle (and dynamic
pressure). Measurement resolution was of the order og 0.2mg
which corresponded to an angle determination within to .

Window - 'Conlcal Mach wave

Conical probe

Slit aperature

0 100 200
Time, sec

Fig. 8. Streak record.

,\ ' _
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The spacing between Mach lines measured from streak records
indicated that following the development of the Mach cone, the
Mach line spacing (and the Mach angle) showed no perceptable
change during the remaining period of the test gas flow. It
should be mentioned that side wall pressure measurements were also
obtained during the run represented in Fig. 8. It will suffice
to note here that the (side-wall) measurements agreed with ideal
normal shock calculated values and showed no significant
variations in magnitude during the test period. Based on the test
results, calculations indicated that the dynamic pressure of the
test gas stream also was constant.

Mach angles derived from streak records were in good agree-
ment with those obtained from framing records (see Fig. 7).
During the analysis of the photographic data, it became evident
that one streak record was sufficient to characterize the dynamic
pressure of the entire flow field. In addition to providing a
representative visual display of the flow on a single record, the
effort to obtain dynamic pressure information via streak mode of
camera operation was found to require about 1/3 less time
(facility runs) than for the framing mode.
CONCLUS IONS

The measurement of Mach angle around a small cone in a shock
tube is a useful technique for monitoring and evaluation of theMach number (and dynamic pressure of the stream flow). The

streak type of photograph as obtained with the image converter
camera is adequate for data recording. Simple optics and a
standard electronic flash lamp complete the instrumentation.
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MEASUREMENT OF TEMPERATURES IN A SHOCK TUBE

BY COHERENT ANTISTOKES RAMAN SPECTROSCOPY (CARS)

0K. KNAPP, P.J. HINDELANG
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To measure temperatures behind a shock
wave the coherent anti-Stokes Raman spectroscopy
(CARS) was applied. The optical setup consists
of a frequency-doubled, Q-switched Nd-Yag laser,
a narrow-band, pulsed dye laser, a colinear
optical system and an optical multichannel
analyser for recording the scattered CARS beam.
The double-diaphragm shock tube is operated
with helium and with air as driver gas and
air as test gas The shock wave triggers the
laser pulses by eans of heat probes and delay
electronics at a ell defined and reproducible
moment. To measure temperatures the wavelength
of the dye laser is chosen in such a way that the

I frequency difference between the two laser beams
is identical with a rotational frequency of the
ground vibrational state of N2. The temperature
is derived from the intensity ratio of different
rotational lines. The experimental results are
in good agreement with theoretical data within
their error limits of approximately + 10%.

INTRODUCTION

The measurement of temperatures in high speed, hot gas flows,
expecially in the flows behind the shock wave in a shock tube,
is a difficult problem. The measuring times are only in the
range of microseconds; the known measuring methods are often
hindered by strong influences from the flow or the intensities
they provide are too small. S. Lederman I made an extended
review about laser based diagnostic techniques applicable to

* fluid dynamics and combustion research at the last shock tube
symposium in Jerusalem. He also discussed the possibilities
of the coherent anti-Stokes Raman spectroscopy (CARS)2 . Now we
have used CARS for the first time as a diagnostic method in
shock tube research 3 .

PRINCIPLES OF CARS

CARS is a nonlinear optical scattering method of laser I
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light on gas molecules, where the intensity and the wave number
of the scattered beam depends on concentration and temperature
of the specific gas. The principal experimental setup is quite
simple (Fig.1).

Test medium 
Filter

PM = Photomultiplier

Fig.1: Principal setup for CARS experiments

Two laser beams, the first with a fixed wavenumber wl and the
second with a tunable wavenumber ws, are focussed simultaneously
and colinearly on the test medium. After passing the test cell
the two laser beams are separated by filters from the generated,
laser-like anti-Stokes beam, which then can be measured by a
photomultiplier for example.

The CARS process can be calculated in a semiclassical model
by nonlinear frequency mixing of electromagnetic waves (light)
within a polarizable medium (gas). The theory yields for the
generated CARS intensity Ias the following, important dependen-& cies 4 :

'as - IX sj11)

with

×X AN(v,J) 2 2 -(2) (2)
L v,J - (l-Ws) - i2F A 1 -Ws)

SANlv,J) N:= NN1, J )  N(v',Jl) (3)

N N

X (3) = stisceptibility of the 3rd order

I  Is  laser intensities

N concentration of the specific gas molecules

N(v,J) = relative population number of a molecular

N state with quantum numbers v and J

W"jwavenumber of a particular transition from
(v,J)- (v',J')

p = Raman line widthVThe following statements can be derived from the above
formulas:

a) The CARS intensity depends on the concentration of the
molecules and on the re±..tive population number, which in
thermodynamic equilibrium is a function only of the temperature
(Boltzmann distribution). CARS is a measuring method for
concentration and temperature.



j 134 1 Knapp and Hindelang

b) By tuning the laser wavenumber ws a CARS spectrum can be
generated. In the resonance case, i.e.

w -w= w (4)
1 s v,J

or expressed differently

2-w -w w (5)
1 s as

with Was = wavenumber of the CARS signal

one gets a peak intensity in the spectrum.
c) The dependence of the CARS intensity on the cube of the laser

intensity leads in comparison with the spontaneous Raman
spectroscopy to signal intensities, which are many magnitudes
higher.

Fig.2a demonstrates a typical CARS spectrum that we get in ex-
periments in stationary test systems. It shows the N2-spectrum of
the rotation-vibrational Q-branch, recorded in a premixed propane/
air flame.

a.s -

REL.INTENS. i ,

1.5

, I ,Experiment

1.*

T 1600 K

p - 1000 mbar I
0. -RL 0.55 cm

-
1 (heory

V -0

0.4-

@4 -1 II . . . . 1 . . .

2296 23" 2316 2326 213 2340 C I /c.- -7

Fig.2: N2-CARS spectrum in a propane flame,
(a) experiment, (b) theory

The rotationa. lines within the (v=o)- and (v=l)-branch are
clearly resolved: a result which cannot be obtained with classi-
cal spectroscopic methods because of the poor resolution of the
monochromators. With CARS the resolution is given only by the
laser line widths. In our experiments the resolution was
RL = 0.55 cm- 1 .,, \ j
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To derive the temperature a computer simulation of the CARS
spectrum is necessary, a simulation which takes into account the
line broadening effects of pressure and temperature and the in-
fluence of laser line widths (Fig.2b). By variation of the
temperature in the computer program we get for our flame measure-
ments a temperature of T = 1600 + 100 K. Fig.2 also shows that
for the temperature evaluation the measurement of intensity ratios
of line maxima is sufficient. This method was used in our shock
tube experiments.

EXPERIMENTAL SETUP

The experimental setup for our CARS experiments in the shock
tube is shown in Fig.3. It consists of a conventional, double-
diaphragm shock tube, a laser system, an optical setup and
detection and trigger electronics.
The driven tube of the shock tube has a length of 12 m and a tube
diameter of 10 cm. Helium and air are used as driver gases, air
as test gas. Shock Mach numbers in the range of 3 t Ms 1 6.5 are
obtained. Heat probes (S1-S3) are installed at different points
in the tube wall to measure the velocitiy of the shock wave and
to trigger the electronics.

tu t tbc

P.D. Ph t, dJ, 0,1y

OSA • Opi -tcJ Sy¢trum Analys-r

01-53 * teat pcobes II
Fig.3: Experimental setup for CARS experiments

in a shock tube

The laser system (Quantel Corp., France) consists of a
pockelscell-switched Nd-Yag laser with an amplifier and a KDP

* frequency doubler. The power of the laser is 8 MW for a 15 nsec
pulse at a wavelength of wi = 532 nm. 20% of this output is used
as the first beam which is necessary for the CARS process and
which has the wavenumber wl = 1/)l. The main part of the output
is used to pump a dye oscillator and amplifier which provides the
As beam. The dye laser has a power of 0.7 MW, 15 nsec pulse at
As = 550 - 700 nm and a line width of 0.2 cm- 1 .

The two laser beams are focussed simultaneously and colinearly
on the shock tube. Because of the strong dependence on the laser

P.,* intensities the CARS beam is generated in a small focal volume



1136) Knapp and Hindelang

with a diameter of 30 4m and a length of 2 mm, which is an
excellent spatial resolution. The CARS signal is reflected by a
dichroitic mirror and focussed to the entrance slit of a
spectrograph. The two laser beams which pass the mirror are
focussed again on a high pressure cell filled with Xenon (p=5bar).
There, a nonresonant, (i. e. independent of wavenumbers) CARS
reference signal is generated, which only depends on the laser
intensities and fluctuations. The reference beam is also directed
to the spectrograph. Different filters and also the spectrograph
are used to absorb the laser beams and stray light.With an optical
multichannel system (B&M spektronik, West Germany) the CARS and
the reference beam are received at the exit slit of the spectro-
graph and displayed on a screen (Fig.4).

Pas = CARS signal

as PRef Reference signal

tloise level J

Fig.4: Typical signals on the screen of the optical

multichannel system

The ratio between the signals Pas and Pref provides a CARS
signal which is nearly independent of laser intensities and fluctu-
ations. Thus, we reduce fluctuations of the CARS intensity fromshot to shot to only + 7%.

The exact synchronisation of the shock wave and the laser pulse
is an important experimental problem, because of the short times
which art involved. Fig.5 shows the trigger and delay electronics
by which measuring points behind the shock wave can be chosen
in such a way as to be reproducible with an accuracy of + 4 isec.

-I I I P ... Probe 3 Photb o..

TrFqg.I SLY.&I

-. 4 D.I.YC.P §Fflt

_ I

Fig.5: Trigger and delay electronics for the syncnroni-
sation of the shock wave and the laser pulse
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A shock tube experiment starts with the tuning in the CARS
spectrum to the maximum of a rotational line which can be resolved
at the test gas pressure ahead of the shock (Fig.6).

REL.INTENS. T . 293 K

pSo mbarExeint
0o7- RL  = 0.45 cm

-  ----- Experiment

Theory

RL = Resolution

0." IWAVENUMBER

2324 2326 38 2330 2332 C 1/cmj

Fig.6: N2-CARS spectrum at the test gas pressure
of 50 mbar

A measuring point with the distance x from the shock wave is
preselected by means of the delay electronics. After preparation
of all electronical and optical units a shock tube shot is relea-
sed. For the next experiment another rotational line is chosen.

*RESULTS
In such a way we obtained the CARS intensities of different

rotational lines in dependence on the distance x behind the shock
and on the shock Mach number. We did experiments with three
different Mach numbers: Ms = 3.33, 5.25 and 6.40. Fig.7 shows two
typical results for the CARS intensities. The intensity values are
related to the values ahead of the shock. The measuring points
are fitted by an exponential curve.

To derive the temperatures, first the ratios of the line
intensities behind the shock are calculated. Therefore the CARS
intensities (Fig.7) are divided by each other and corrected with
the ratio of the lines ahead of the shock. Fig.8 shows a result

, which is typical for all our experiment. Within the error limits
of + 8% for the CARS intensity ratios at a fixed point x,it follows
that the ratio of the line maxima and therefore the rotational
temperature behind the shock wave are constant.

The temperature is quantitavely determined by a comparison of
the experimentally obtaind intensity ratios with the calculated
intensity ratios of the line maxima . Fig.9 shows for Ms = 5.25
the calibration curve together with the experimental quotient
(Fig.8). It provides a mean rotational temperature.
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REL. INTENS.

Ij/j 
s= 5.25

2 p1  50 mbar

j = 8

0.4-

0

6.2- 0

aaa

2 1p 1  50 mbar

6- j -16

4 
-

a- 0~

16 as0 40 So lcnm

Fig.7: CARS intensities versus distance x behind
the shock

IJ- 16/ 1 J-8
2 2

No 5.25

0 20 40 60 go

Fig.8: CARS intensity ratios of two rotational lines
versus distance x behind the shock
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3200

TEMP 07 /
/

2400 -
/ Ms - 5.25

P2 - 1500 %bar
IJ-16A 8 ' 1.310.09

T - 1705 K
Texp (+210K)

Soo - I

- ~ II
I2 /I2'

0 0.6 1.2 1.8 2.4

Fig.9: Calculated calibration curve for the temperatures
together with the ez:perimental result for Ms=5.25

In a shock wave in air the rotation of the molecules is completely
excited within the thin shock front, so that the rotation and
translation are in an equilibrium. That means the measured rota-
tional temperature is identical with the gas temperature. Fig.10
shows the experimental results at the tested Mach numbers compared
with. the calculated temperatures from theories of a plane shock
wave with ideal and real gas behavior.

TEMP. A7

3600

I experiment

2400 1..-.. theory (ideal gas)

theory (real gas)

1200

0 r I - - 1 I -I Ms

1 4 8

Fig.10: Experimentally derived temperatures in
comparison with calculated temperatures

The agreement between experiment and theory is very good within
the error limit of approximately + 10% for our temperature a

measurements.

Finally we have to explain the effect of the strong decay in
the CARS intensity behind the shock (Fig.7), which was observed at
every Mach number and every rotational line. Because of the

____ 10~m .mm imI IlIl
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dependence of the CARS intensity on the relative population number
(see: (1) - (3)) you could suppose that the strong decay in the
intensity is caused by a change in the vibrational population
number, that is by vibrational relaxation. But that is not the
case because the measured strong intensity decay and the duration
of the decay are in no agreement with calculated changes in CARS
intensities during vibrational relaxation, and also in no
agreement with measured and calculated vibrational relaxation
times 5.

A comparison with our own interferometric measurements in the
increasing turbulent wall boundary behind the shock 6 shows a
very good agreement between the duration for the building up of
a stationary boundary layer and the duration of the CARS inten-
sity decay to a constant signal. Furthermore, if you use some
estimations about the defocussing of laser beams in turbulent
flows 7 and take into account the strong dependence of the CARS
intensity on the laser intensities, it is obvious that the
increasing boundary layer behind the shock extends the focal
volume and therefore reduces the CARS intensity. So we were able
to proove for the first time the influence of turbulent structures
in flows on CARS measurements which was suspected by several
other CARS experimentalists 1,8,9.

The measurement of temperatures by CARS is not influenced by
this effect, because temperatures a. 2 derived from intensity
ratios which are generated under identical experimental conditions,
that is with identical boundary layer thickness. The measurement
of concentrations is complicated by this effect.

A CONCLUSION

With these experiments CARS was successfully applied in a shock
tube for the first time. We have been able to demonstrate that
CARS is a new promising diagnostic tool for measuring temperatures

or relative population numbers of molecular states, which alsoworks reliabely in the short time, high speed, hot gas flow in a

shock tube. The accuracy of the temperature evaluation reaches
+ 10%.
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TEMPERATURE MEASUREMENT OF DETONATION USING UV-ABSORPTION OF 02

Takao Tsuboi, Makoto Egawa, Hiroshi Kobayashi, Tsuneo Hirose,
Masaki Kamei and Yoshihiko Teranaka

Faculty of Engineering, Yokohama National University
156 Tokiwadai, Hodogaya-ku, Yokohama, 240 Japan

Temperature-dependent molar extinction
coefficients of 02 were measured behind reflected
shock waves. Using this temperature dependence
of the molar extinction coefficients, the overall
temperature profiles of H2 -02 detonation were
obtained within an error of 10% and with micro-
second time resolution. The temperatures measured
at C-J point were nearly the same as the calculat-
ed. However, the precise observation of the
absorption signal showed that the gas temperature
fluctuated shortly after the detonation front.4 ~ In the super detonation zone, the highest gas/T
temperature was much higher than the temperature
at the C-J point. There are two methods for this
temperature measurement: (1) When the partial

z_ pressure of the absorbing species is measured,
7 the temperature profile can be obtained by meas-

uring the absorption profile of one suitable wave-
length. (2) When the partial pressure of the
species is not obtained, one must observe the
absorption profile of two wavelengths.

By using the result that the temperatures of
the detonation gas were high, the deformation of
a needle was examined in the detonation gas.

INTRODUCTION

In order to know the gas state of detonation, the velocity
and the pressure were often measured with various techniques. 1-4
However, the temperature of the detonation was usually calculat-
ed from the velocity using the ZND-model,1 because there are some
difficulties in measuring the temperature directly.

Some groups were successful in measuring the temperature:
Soloukhin measured the detonation temperature from the inten-
sities of the two Balmer H-lines and the highest temperature was
about 5000 K.4 Penzias et al.5obtained the temperature of detona-
tion as well as of shock waves by measuring infrared emission and
absorption. They found that the H20 and CO2 temperatures agreed
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with the temperatures calculated at C-J point. Gaydon et al. 6

measured the temperatures of the shock-initiated detonation by a
spectrum-line reversal method using a chromium line. Terao et
al. measured the electron- and gas-temperatures by the double
prove method, by the spectrum-line reversal method using argon
line, and by the laser light scattering method.7,8 They found much
higher temperatures than the temperatures at C-J point. These
results show that the detonation temperatures are different from
each other, probably depending on the species used for the meas-
urement. Therefore, further studies of the temperature of deto-
nation are needed. Recently we proposed a UV-absorption tech-
nique for temperature measurement, which has microseconds-time-
resolution, and we showed the possibility of measuring the
temperature of detonation.9

Using this technique the detonation temperatures in C-J
condition and other conditions were measured.

METHOD AND THEORY

The light absorption is described by the Lambert-Beer's
law. One form of the law is

1 I 0 _C (o-1)A(1)II~Here, 1o is the intensity of the incident light; I is the

intensity transmitted through the column of absorbing species of
concentration c(mol/cm 3); l(cm) is the absorption path length;
and C (cm2/mol) is the decadic molar extinction coefficient of
the absorbing species at the given wavelength. When one uses the
partial pressure Ppartial (Pa) instead of the concentration of thejspecies, equation (1) can be written as

T P partiali 1 1g 10 ( 10 (2)

Here, the gas constant R is 8.314x 106 Pa cm3/mol K and the coef-
ficient c depends on the concentration Ni of the lower energy
level Ei of light absorption at the given wavelength. From the
statistical thermodynamics one obtains for Ni

Ni = c g' exp(-Ei/RT) (3)

where c is the total density of the absorbing species; Z is par-
tition function of the species; gi is the degeneracy of energy
level Ei . The coefficient c is, therefore, temperature-
dependent. One can measure the e-values in advance by using
shock tube technique. Therefore, when the partial pressure and
the ratio I/I0 can be measured, the temperature for a given
species can be obtained by Eq. (2). (Method I)

When one can not measure the partial pressure of absorbing
species, one has to measure the ratios I/Io at two wavelengths.
Namely, one obtains the ratio n(Xl, X2, T) of the decadic molar
extinction coefficients c(T, Xl) and c(T, X2) at two wavelengths
in advance by using shock tube, then the Equation (2) gives

. .. ..
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n(Al, X2 ,T) 
= C(X2 , T) log1 0 (102/12 ) (4)

When one measures the ratios Io/I 1 and 102/12 of the absorbing
species, he can determine the temperature of the species. (Method
II)

RESULTS

Using above mentioned
techniques the gas temperatures
of H2-02 detonation were meas-
ured. The UV-absorption band of
oxygen-molecule was applied to (X-- LOnO
measurement. Figure 1 shows the J
experimental arrangement of the I
detonation tube. Figure 2-a .
gives the decadic molar extinc-
tion coefficients of oxygen-
molecule. Figure 2-b shows that Figure 1 Detonation tube
the total gas density did not
influence the
molar extinction ,______
coefficients. 6 21601 2'0 'A 15!Figure 2-c shows 2200A 2s5,0 A

also that the *2250A A 2600AA23ooA e 2700A

molar fraction of 0 23501

the oxygen in the 0 0

gas did not influ- 10
ence the molar 

9 P20.5

extinction coef- P 5 0-10-5

ficient. Namely,
& there was no l0, N

influence of the - 20 3 0 1" T
pressure broaden-
ing of oxygen. Figure 2-b. Tempera-
The temperature . ture-dependence of
dependences c/T I,0 T,K'1 decadic molar extinc-
are given in Fig. Figure 2-a. Tempera- tion coefficients of
3. Figure 4 ture-dependence of 02 at various total
shows that only decadic molar extinc- densities. (X = 2200
the oxygen-mole- on coefficients of
cule absorbs the t vaious v
light at the 02 at various wave-
wavelengths of lengths.05% 02

the UV-range in 0 25% 
the H2-02 deto- ,--a so
nation, because a 100%

the wavelength Figure 2-c Tempera-
dependences of
I/b of the det ture-dependence of t . .decadic molar extinc-
nation gas and of tion coefficients of
the oxygen-
molecule resemble 02 at various molar
each other. fractions of 02 in

argon. (X 2400 0) ,o ; -
Figure 5 shows

the observed absorp- 2 '',,;-,,
tion profile of the



11441 Tsuboi et al.

Figur Z Tepae I - i
A shock tbe s

__~ ~ ~~1 _1_Thaleot/I f eo

AL A

'0W 7191

Figure 3. Temperature
dependence of i/T at sro
various wavelengths. ii

Figure 4. Wavelength-
dependences of I/I of
H12-02 detonation (A1 = 0.25)

- tin shock waves.

The values of 1/10 of deto-
- nation are the maximum

values of light absorptionA. Dttnr t I - ed for the condition;

Figure 5. Abopinrfl 3000 K, the light path(
Figue 5.Absoptio proilelength of 20 mm, and the

of detonation. oxygen-concentration of

H2 :02 = : 2, X = 2400 X, 3.5 x 0-5 mol/cm3 , whose

Po(Initial pressure) = 53 kPa, values are nearly the same

Observation place =3658 mm as those at the C-J point.

from the ignition point.

detonation and the temperature
was calculated for the gas ..
behind the detonation front by --- 0

using Eq. (2) and Fig. 3.
Figure 6 shows the obtained 

07

temperature profile. Here, 
06 X

Ppartial is a partial pressure 30 -04

of the oxygen-molecule in the 200
detonation gas. The pressure
was calculated by estimating
that the molar fraction y(02) 0 100 200 3o 500 600 7W

of the oxygen-molecule was al-
most the same as that in the Figure 6. Temperature and

chemical equilibrium under the pressure profiles of detona-

given conditions. (Ppartial a tion gas.

Ppartial x Y(02) ) At C-J point H2 : 02 =  : 2, X - 2400
the molar fraction y(O2) are Po(Initial pressure) = 53 kPa,
between 0.548 (the initial Observation place = 3658 mm -

pressure P= 40 kPa) and 0.553 from the ignition point.
e(P0  101 kPa) for the mixture of

H2 : 02 - 1 : 2. It was further

estimated that the molar fraction y(02) remained almost constant



4I

Temperature Measurement by UV Absorpton 11451

during the observation time (<1 ms). By the other initial mix-
ture ratios the molar fractions y(02) were also estimated to be
of the same value as in the chemical equilibrium: i.e. y(02) =
0.258 (Po = 40 kPa) to 0.260 (Po = 101 kPa) for H2: 02 = 1: 1.

H2 : 02 = 1 : 2 H2 : 02 = 1 : 1 H2 : 02 = 2 : I

Po(kPa) Tcj(K) Tmax(K) Tcj(K) Tmax(K) TCj(K) Tmax(K)

40 2948 3200 3321 4500
47 2962 3400
53 2974 3300 3364 5000 3538 4000
67 2991 3300 3396 4000

101 3028 3300 3462 4000

Table 1. Measured (Tmax) and calculated (Tcj) temperatures
at C-J point.

Table 1 shows the measured (Tmax) and the calculated (Tcj)
temperatures at the C-J point.

Because of the resonant frequency of the pressure sensor
(500 kHz) we could not observe the pressure profiles shortly
after the detonation front with the time resolution of micro-
second. Therefore, the method II was used to measure the temper-
ature just behind the detonation front. Figure 7 shows the
absorption profiles at 2500 R and 2600 R. The absorption increas-
ed rapidly at the detonation front. One can not separate the
shock front from the C-J point, because many three-dimensional
structures exist in our absorption path length (the path length=
20 mm, the slit opening= 2 mm). Therefore, the absorption
signal should be considered to be the overall (or mean) absorption
intensity. The measured temperature profile is shown in Fig. 8.

-200 o

7- 021.6 ' 1012126I 682OX2..2-

oxygen-partial pressure

• - profiles obtained from
5- Figure 7.

H2:02 = 1:2, P0 = 101 kPa,
Figure 7. Absorption profiles Observation place- 3658 mm.

of detonation at 2500 A (upper)
and at 2600 A (lower).

H2 :02 - 1:2, Po = 101 kPa,
Observation place = 3658 mm.

. 4
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Figures 7 and 8 show that the gas temperature fluctuates behind
the detonation front and the amplitude of the temperature fluctu-
ation decreased with increasing distance from the detonation
front. Using the method I, the temperatures of the gas were
measured at the places of 1088 mm and 1658 mm from the ignition
point of the endwall. At these places the stable C-J detonation
was not yet formed. Table II gives the temperatures measured at
these places. The observed temperatures were higher than those
of the stable C-J detonation. The temperatures at 1088 mm, where
there was the flame propagation before the shock front, were at
first lower (Ti) than that of the above mentioned C-J detonation.
(Tf = 2100 K, P0 = 53 kPa; Tf = 2100 K, Po = 67 kPa; Tf = 2300 K,
Po = 101 kPa).

H2 : 02 = 1: 2

Po (kPa) Tmax(K)

1 = 1088(mm) 1658(mm) 3658(mm)

53 (Tf = 2100) 3600 4000 3300
67 (Tf = 2100) 3700 4000 3300

101 (Tf = 2300) 4000 3500 3300

Table II. Measured maximum temperatures at various
observation places from ignition point.

After the flame the shock front came; the temperatures (Tmax)
were higher than that of C-J detonation.

DISCUSSION

There are two possibilities for this temperature measurement
technique, i.e. method I and method II. When we measured the
temperature with the method I, the partial pressure of the oxygen
molecule (i.e. the molar fraction of the oxygen-molecule, y(02))
was needed during the observation time. The value, y(02), at the
C-J point was used for the calculation. However, the molar frac-
tions of 02 behind the detonation front were not those of the C-J I
point. Furthermore, with decreasing temperature and decreasing

total pressure behind detonation front the chemical reactions of
the burned gas occurred; most reactions were the recombinations
and the related reactions. Then, the molar fraction of the
oxygen-molecules changed. In our measurements, however, these
influences were not considered (we expected the molar fraction
of 02 to remain constant). Theoretical calculations in the chem-
ical equilibrium show: The molar fraction, y(02), which was
0.260 in the C-J condition of T = 3462 K and P =1.66 MPa, increas-
ed to 0.325 at T = 2463 K, P = 0.648 MPa for the expanded gas mix-
ture (Initial mixture ratio H2:0 2 = 1:1, Initial pressure Po = 101
kPa); y(02) = 0.553 in C-J condition of T= 3028 K, P= 1.48 MPa
increased to y(02) = 0.598 at T= 2028 K, P= 0.868 MPa for the mix-
ture H2 :02 = 1:2 of the initial pressure Po = 101 kPa. These
increases of the molar fractions indicate the decrease of about
300 K for the gas temperature at T -2463 K in the mixture H2:02 =
1:1 ; i.e. the temperatures measured a few hundred microseconds
after the detonation front could be about 300 K higher than the
true oxygen-tempeature; in the mixture of H2:02 = 1:2, about 100 Khigher. This change of the oxygen concentration was larger for

the stoichiometric mixture (H2:02 - 2:1). The molar fraction of
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02, Y(02), which was 0.049 in the C-J condition of T= 3675 K,
decreased to 0.033 at 3175 K and to 0.004 at 2675 K. There was
another problem for the stoichiometric mixture: When the equiv-
alence ratio of the mixture decreased 10% (i.e. 4 = 0.91), the
molar fraction, y(02), of the oxygen concentration in the C-J
condition was already much larger than that of the mixture 4 =
1.0; i.e. y(02) = 0.049 at 4 = 1.0 and y(02) = 0.067 at 0 = 0.91.
Therefore, the temperature measurement with the method I is
difficult for the stoichiometric mixture. From these experiences
one can say: Once the partial pressure of the oxygen-molecule is
measured, the more exact gas-temperature can be obtained with
the method I, since the signal noise ratio, S/N is larger than
that of the method II. Nevertheless, the partial pressure can
not be obtained easily except for the oxygen-rich (much richer)
mixture. Consequently, except the temperature measurement of the
oxygen-rich mixture, the method II is more available, though the
absorption intensities at two wavelengths have to be measured at
one time. Since the temperatures and the densities of unstable
species can be measured with this method II, one can observe the
gas state in non-chemical equilibrium.

The temperatures measured by this UV-absorption are those of
the oxygen-molecules in the detonation gas. When the gas mixtures
are in the thermal equilibrium during the detonation process, the
measured temperatures are those of the detonation gas. Further-
more, it was expected that the stable C-J detonation was already
formed at the place of 3658 mm from the ignition place. The tem-
peratures obtained at this place are nearly the same as the cal-
culated by the ZND-model. Penzias et al. 5 have also obtained the
same temperatures as the calculated. Gaydon et al. 6 have also
obtained uniform temperature profiles behind shock initiated
detonations. The observation times of above mentioned groups
were the order of a few hundred microseconds. Accordingly, it is
probable that the inhomogeneity or the non-equilibrium in the gas
phase already vanished.

The temperature profiles with much higher time resolution
indicated that there was a fluctuation of the gas temperature.
(Fig. 7 and Fig. 8) Saito et al.lO observed the C2 and CH emis-
sion intensities which were radiated parallel to the tube axis
from detonation, and found the oscillations of the emission
intensities. They consider that the oscillations are due to the
three-dimensional structure of the detonati.n. These results
indicate that there might be the fluctuation of reaction order
behind the detonation front.

The measured temperatures were those of oxygen-molecules, as
mentioned above. The oxygen-molecule was not the product of com- I

I bustion reactions. Therefore, the temperatures of the oxygen-
molecule did not depend directly on the reaction enthalpy. The
temperatures of the oxygen-molecule increase (or decrease) due to
the heat conduction from (or to) other species (intermediate
products and final products). In this consequence, one can
estimate that the temperatures of oxygen-molecule were near the /
mean value of the gas. When the temperatures of the intermediate
products (especially the products activated by the exothermal
reaction) are measured, they must be higher than the temperatures
of other stable species. Soloukhin 4 has observed abnormally high
temperatures and Terao et al. 7 also observed much higher electron
temperatures. Terao's results also show the fluctuation of the
electron temperatures.
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Further studies are needed to know whether the fluctuation
occurs because of the three-dimensional structure of the detona-
tion front and also to know whether there are some other reasons.
It is, however, ascertained that using this UV-absorption mea-
surement, the temperature profile of detonation is obtained with
a microsecond time resolution.

The maximum temperatures of the super detonation are higher
than the temperature of the C-J detonation (at the places of 1088
and 1658 mm from the ignition place). 1 1 The flame propagation
was observed at 1088 mm before the shock wave came. The tempera-
ture Ti was much lower than that of the C-J detonation.

Though it was somewhat abrupt, the deformation of the needle
was observed in the detonation gas in order to see the high tem-
perature detonation gas from other side.12 The deformation show-
ed three typical cases: the first was that the top of the needle
was melted; the second was that the needle burned; and the third,
the needle was broken. (the fourth trivial case was that the
needle was not deformed.) These cases of deformation appeared
depending on the molar fraction of the mixture and on the setting
place of the needle; namely, they depended on the condition of
the detonation gas (the temperature, the molar fraction of the-gas and the velocity of the burned gas). Melting of the needle
occurred in the detonation gas between = 1 and = 0.S. The
melting amount of the top of the needle depended on the diameter
of the top. Many of the needles were burned in the detonation
gas of the equivalence ratio = 0.5 and the needles were broken
in the mixture of 4 = 0.25. Figure 9 shows the amounts of the
needles melted, burned and broken. As seen from this figure,
the deformation of the needle depended on the gas condition
(i.e. the distance from the ignition place and the mixture ratio).
The largest deformation occurred at the places of the super deto-
nation (1l 1000 - 2000mm in our experiments). At these placesIthe temperatures, the pressures and the flow velocities are high-
er than those at other places. 1 1 As estimated, the flow veloci-
ties of the detonation gas influenced the amount of the deforma-tion. Namely, at the endwall of the downstream where the flow
velocity of the gas was zeio, the needle was not deformed. More
precise observation of the melting top of the needle revealed:
The top of the needle having a smaller radius, r, melted more
and the top whose radius was larger than a certain value (r= 0.03
mm at H2:02 = 2:1) was not melted.

From this observation one can expect to obtain information

on the surface processing of the sharp end of metal1 2 or on the
form and the place of the detector used for measurements of the

high temperature gas. Further
details will be published elsewhere.

5 H0 2- 2

.0 Figure 9. Deformation of needles.
H 0 : amount of melted top in mm3

,0o , . : amount of burned needle in
Q : amount of broken needle in- H2 ? (Po = 101 kPa)

I
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CONCLUSION

The temperature profiles of the detonation gas were obtained
with microsecond time resolution by the light absorption measure-
ment. The gas temperatures had some fluctuation shortly after
the detonation front. By this technique the gaseous temperature
and density can be measured with the time resolution of a few
microseconds.
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A LASER-INTERFEROMETRIC TRAJECTORY-FOLLOWING SYSTEM FOR

DETERMINING FORCES ON FREELY FLYING MODELS IN A SHOCK-TUNNEL

Leonard Bernstein & Graham T. Stott

Department of Aeronautical Engineering

Queen Mary College, University of London, U.K.

A prototype, two-point trajectory-following system is
described, which uses a pair of simple Michelson
interferometers having the same He-Ne laser as a light
source. Each interferometer provides a 'measurement arm'
which is used to follow the motion of a reference point on
the model, a fringe-cycle being generated when the
reference point moves a half-wavelength along the beam
incident on the model. Each set of frequency-modulated
pulse trains is detected by a photodiode and recorded by a
transient recorder. The stored information is then played

back to a two-pen recorder from which the displacements
versus time and hence the accelerations of the referencejpoints can be determined.

The system has been Id to follow motions in the
pitch-plane of ridge-delta models, allowed to fly under
weak restraint in a shock-tunnel. The motions of two
models, one of mass 12.7 g, the other 47.6 g were separately I
followed, each model carrying two corner-cube
retroreflectors. Data were obtained from which lift and
pitching moment coefficients have been derived. In no case
did the model displacement exceed 1 mm in translation or
0.10 in pitch during the test period of 1 ms.

1. INTRODUCTION

To measure aerodynamic forces using a conventional "force balance" in a
flow of duration At requires a measuring system having a characteristic
frequency somewhat in excess of 1/At. A force-balance having a high natural
frequency is necessarily stiff and consequently insensitive1 . The conventional
force-balance is therefore not really suitable for use in shock-tunnels where
the test period is less than 5 ms and the nozzle reservoir pressure such that
the forces are of order 10 N on a typical model.

Similar problems arise when freely flown models are fitted with
accelerometers2, because sensitive transducers of high natural frequency and
low mass are difficult to design. A hybrid technique in which the response of
a low frequency force transducing system is compensated by appropriate
accelerometer signals has been reported 3, but the calibration and setting-up
procedures are elaborate and tedicus.
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A somewhat different approach involves monitoring the displacement of a

freely-flying model. A model of low mass (of order 10 g) is suspended by
threads which break as the flow starts. The motion is followed using either
a high-speed cin6 camera4 , a multiple-spark exposure of a single photographic
plates , or by mounting a flashing light within the model6 . To derive
accelerations, and hence forces, requires double differentiation of the
displacement vs time data, so the primary data need to be of high accuracy.
In general high-speed cin4-photography results in pictures of small frame size
and poor resolution; neither is conducive to high accuracy. The multiple
exposure of a single plate is limited by the latitude of the photographic
emulsion, which can marginally tolerate ten exposures in which the shadow
images of the model overlap. The relative positions of these images can at
best be resolved to within 0.1 mm. In the QMC shock-tunnel, the duration of
the quasi-steady test flow is about 1 ms and the force levels of order 10 N.
A model of mass 10 g is displaced less than 1 mm during a test, so that
photographic techniques are clearly unsuitable for resolving the motion.

It is well known that optical interferometry can resolve lengths to
within a wavelength of the light used. When a laser is used as the light
source, not only is it highly monochromatic, it is also coherent over a length
of order metres so that the measurement and reference beam path lengths can be
widely different and yet interference can still occur. A low-powered He-Ne
laser is very suitable, and with a wavelength of 0.6328 um, can be used in a
Michelson interferometer to resolve displacements to within 0.3 um.

There is an added advantage in limiting the displacementto small values.
When large displacements occur the model also generally rotates, so that itsattitude to the oncoming flow changes. Usually models with lateral symmetry

are tested at zero yaw, and the problem of ensuring longitudinal stability
during a test is an iterative one requiring several runs in which the centre
of mass is adjusted from test to test until "flight at constant incidence" is
achieved. This problem does not arise when the displacements are limited
sufficiently. It would seem therefore that an interferometric technique could
be well suited to measuring the small displacements of a model "flown" in the
QMC shock-tunnel.

2. SYSTEM SPECIFICATION

The quasi-steady flow in the test-section of a shock-tunnel is preceded
by the passage of the starting-waves. The forces acting during this starting
process are time-dependent, and difficult to predict, but they are likely to I
be at most, of the order of those occurring during the test period. For
specifying the system requirements it is sufficiently accurate to assume that
the acceleration of the model during the starting process is the same as that
which it undergoes during the test period. In the QMC shock-tunnel the
dynamic pressure can be as low as 1 kN/m 2, the quasi-steady test period is
about 1 ms and the starting process, allowing for the establishment of flow
about the model, occupies about 0.7 ms.

To determine accelerations it is necessary to differentiate twice, and
experience suggests that at least 10 fringes (data points) are required for
reasonable accuracy in the second derivative. To measure force coefficients
from 0.01 upwards, we obtain for the "mass loading" required of the model,
that m/Sw < 3.8 kg/m 2 . The plan area Sw of the model depends on the size of
the test section and the need to mount the reflectors which return the
measurement beams to interfere optically with the reference beams of the
interferometer. The free-jet test-section of the OMC tunnel has a non-viscous
core estimated to be about 200 mm in diameter. A model of length 120 mm with
a triangular planform of aspect ratio 1 was chosen, giving Sw = 0.0036 m

2 .
Thus m < 13.7 g if 10 fringes were to be generated in the "worst" case. Of
course, at higher force levels, more fringes would be produced with such a
model, or one could tolerate a heavier model.
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A symmetrical model at zero yaw will experience only a lift, drag and

pitching moment. At least three independent interferometer systems would be
needed to follow the motion. Although the model pitches and translates, the
beams reflected from the model must be so returned as to interfere with the
reference beams at the fringe detectors for the duration of the test. In
addition the other components of each interferometer, from the beam splitter
to the detector must remain fixed relative to one another, since any relative
movement would also give rise to fringes.

Although the design is based on a minimum of 10 fringes being generated
during the test period, at higher force coefficients and pressure levels, many
more would be produced, perhaps a thousand. At the end of the test period the
generation rate would be about 3 MHz. The detection and recording system must
have the bandwidth to cope with this if full use is to be made of the
available test time.

3. APPARATUS

3.1 The WIC shock-tunnel

The driven section of the shock-tube is of square cross-section (76.2 mm)
and approximately 9.5 m in length. Cold hydrogen is used to drive shocks in
the working gas, nitrogen, the tunnel being operated in the tailored-
interface mode, found experimentally to correspond to a shock Mach number of
5.92 at the nozzle entrance. The maximum driver-gas pressure is 100 atm but
for safety and economy it is usually operated at lower pressures. A conical
nozzle of included angle 200 with interchangeable throat sections exhausts as
a free jet of diameter 305 mm into the test chamber, a Melinex diaphragm being
used at the throat so that the nozzle, test chamber and dump tank can be
evacuated to ensure rapid starting. Side ports in the cylindrical test
chamber accommodate windows of diameter 250 mm. The stagnation conditions at
the nozzle entrance are determined from measurements of the initial pressure
Pi' and temperature T1 , of the nitrogen and the speed of the incident shock
over the final part of its motion before reflection. The reservoir pressure
level and constancy had been previously checked using a Kistler 701A
transducer.

3.2 The model and its mounting

Although the mass of the model is not to exceed about 14 g, it must carry
retroreflectors which return the incident beams along paths parallel to I
themselves. These retroreflectors, see below, are relatively fragile and

expensive and must be protected from damage. Because only small displacements
were necessary, it was decided to suspend the model by two threads.
Occasionally one of these broke and the model impacted the support, so that
protection of the reflectors was felt to be desirable.

The particular layout of the tunnel made it awkward to accommodate an
interferometer to follow motion along the stream direction so it was decided
to concentrate on the motion due to lift and pitching moment for the

prototype system. A lifting-model was therefore necessary, and a simple"ridge-delta" was chosen. The model was fabricated using a thin aluminium

*alloy plate to form the plane surface, appropriately chamfered to give the
* sharp leading edges, to which was bonded the upper, ridge portion cast from

Isofoam, a closed-cell, polyurethane foam material. Cavities to house the
retroreflectors formed part of the cast shape, holes being provided in the
alloy plate for lift and moment element blanks.

The retroreflectors are "corner-cube" reflectors, see figure 1. Any beam
at incidences up to about 450 is reflected along a path parallel to that along
which it came. Moreover, the path length within the glass is independent of
the position on the face ABC upon which the beam is incident so that
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displacements normal to the incident beam do not produce
fringes. Rotations do have a small effect which is taken

A' into account in the data reduction. Both for protection
and to simplify their location in the model, the
reflectors were cemented into cylindrical holders,

.C' relieved at one end to fit the ridge-line of the model.
Several nominally identical models were made, and in
addition a model of aluminium alloy only, having the same
nominal dimensions, was made for testing at the higher
force levels. The retroreflectors were easily transferred
from one model to another as the need arose. The main
characteristics of the models are shown in figure 2. The
model was mounted with Oxy approximately vertical, so that
the "lift" acted horizontally, and the interferometer

AB = BC = CA = 7 mm beams entered through the side windows of the test
chamber. The eye ends of sewing needles were cemented

Fig. 1. Corner into holes fore and aft, about 0.5 mm from Oxy, and the
cube retroreflector; model suspended on the test-section centre-line from a
silvered faces sting above the flow, using nylon threads. The sting

shown shaded. itself was carried on mountings isolated by a system of
soft springs from both the tunnel structure and the

laboratory1 . The nominal incidence of the model was set, fairly crudely for
these prototype tests, against a protractor attached to the sting.

Composite Alloy

x x model model

Jom 118.8 120.0
bolmm 59.4 60.0

h0/mm 14.9 15.0

V i 0.059 1
F mass/g 12.73 47.6

CxG/mm 35.46 31.24

G zG/mm 1.77 3.75

1 .mm 11.07 30.0

I1xF/mm 71.05 67.0/g yyMlg10940 26070

Y h.

Fig. 2. The main characteristics of the models. G is the centre of mass,
A and F denote the centre-lines of the aft and forward retroreflectors.

3.3 The interferomter eyitems

The decision to concentrate on the lift and pitching characteristics
meant that two independent measurement systems were necessary with two
incident and two returned light beams passing through the test-section
windows. A single He-Ne laser light source was used for both systems, it
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using a beam splitter 83
after being expanded and
collimated to a diameter of
about 10 mm. Expansion of
the beam was employed to
limit the amplitude
modulation of the fringe
intensity which results

model from lateral movement of
the retroreflectors, the
sensitive areas of the
photodetectors used being
rather small. Each beam

- - was then split into a
reference beam and an

Mi active beam to form two
Michelson interferometers,
one impinging on the

M2 P2 forward retroreflector on
the model, the other on the

B2 laser rearward one, as shown in

figure 3. To ensure that
-z fringes were generated only

M3 83 as a result of model motion,
all elements of the
interferometers apart from
the laser and beam expander,

Fig. 3. Schematic diagram of dual and of course the

interferometers; B, beam splitters; retroreflectors on the
M, plane mirrors; P, photodetectors. model, were mounted rigidly

on three optical rails, I
themselves mounted on a plate 405 mm square by 12.7 mm in thickness. This
assemtl:.' was supported on a heavy tubular pedestal isolated from the
laboratory floor by fibre pads. The natural time constant of this system was
very !cng compared with the test period, so that its motion produced less thanone fringe during a test, though the laboratory structure and floor responded
quite markedly to passing road traffic and underground trains.

The interference fringes were detected by simple photodiodes having a
response time of 0.25 us. The two signals, essentially frequency-modulated
pulse trains, were amplified and recorded using two DATALAB transient
recorders having a maximum sampling rate of 5 MHz and a capacity of 1000
points. The recorded signals were then "played back" on a two-pen chart
recorder for analysis.

4. THE EXPERIMENTS

The majority of tests were carried out at a nominal nozzle reservoir I
pressure of about 7.7 atm and a stagnation temperature of 4000 K corresponding
to tailored-interface operation of the shock-tunnel at a driven-gas pressure
P1 

= 18 torr. The nozzle throat was 12.7 mm in diameter. Based on the
measurements of references 7 and 8, it is estimated that vibrational freezing
of the expanding nitrogen occurs "suddenly" at about 2400 K and that the flow
Mach numberM , at the test station is 10.3 with a dynamic pressure of1.07 kN/m2 . **

Data were obtained over a range of nominal incidences of the model from
-200 to 100 (the flat surface is an expansion surface for positive incidences
of the model); most cases were repeated several times. The composite model
was used for the majority of the tests, but some tests were carried out on
the alloy model. At low incidences, when the force levels were also low,
data were recorded for the full quasi-steady test period of 1 ms. At higher

- - i i I I i l l_________li l__ I
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force levels, the fringe generation rate was too fast for the transient
recorder to be used at one point/microsecond, and "aliasing" of the data was
apparent. In such cases each store of 1000 points was filled at 2 MHz or
5 MHz and the effective test period curtailed accordingly; adequate data
were produced, even in 200 us.

130

126

116

166 05ml's , -.i

lie.

0.
I -- fore

7af
S4.9

" 20 ..
4. 16 '

6.1 .2 0.4' .5

time t/ms

Fig. 4. A typical record. The solid line is the derived motion of the
mass centre G.

A typical record is shown inset in figure 4, telescoped along the time-
scale to fit the page. In practice the records were spread over a chart
length of 0.5 m so that the time of passage of each fringe t(n) could be read
to within about 0.1% of the total recorded time. Plots of n(t) for both the
fore and aft retroreflectors for the same test run are also showr in figure 4.

5. DATA REDUCTION

Consider two right-handed cartesian frames Otn and G123 as shown in
figure 5. O~n is a laboratory-fixed
(inertial) frame with O in the stream
direction and 0€ in the direction of I 1
the incident laser beams. G123 is a
body-fixed frame with origin at the
centre of mass G of themodel, xj and A
X3 in its plane of symmetry, with Gl
parallel to the face containing the
retroreflectors and directed forward,
and G3 normal to it, as shown. The 0 T
angle between Gl and 0& is e(t). It
may be shown that the component of Fig. 5. Inertial and body-fixed
acceleration ZG' of the centre of co-ordinate frames.
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mass, along the direction 04 and the angular acceleration b are given by

(x1F + x3Ftane)cA - (X1A + X3Atane)!F X3Feasece

= ZGp - x1A

and 6= (A - F)sece/(x1A - xZF) + 62tane ........... (2)

where xF and SA are the position vectors in the frame G123 of the effective
fore and aft points of measurement, ZF and CA are their components of
acceleration along OC and it has been assumed that X3F = X3A.

The terms involving 62 contribute less than 0.1% in both cases throughout
all test runs and have been ignored in the data reduction. Displacements
normal to Oc do not affect the path lengths of the laser beams, but rotations
of the model do have a small effect. For a "roof-top" prism retroreflector
it can be shown that rotations can be accounted for by taking as the effective
measurement centre, a point on the intersection of its planes of symmetry a
distance EL from the face, where L is the distance of the face from the apex.
For crown glass, of refractive index 1.5, c = 0.88 ± 0.01 for jeI<200 , and
since x3tane << x, in all practical cases, E = 0.88 has been used for the
corner-cube retroreflectors also, for which L 5//3 mm. The acceleration
components CF and A are then simply ix F and jxiA respectively. The raw data
give the fringe number n(t) for points A and F. By curve-fitting a parabola
n(t) = A + Bt + Ct2 using the method of least squares, the second derivative
n = 2C may be found, so that RI = Cx, where it is implicity assumed that once
in motion the model continues to move in the same general direction. However
the signs of the displacements and hence directions of the accelerations remain
unknown. Though methods are available for discriminating direc.ion (see ref.lO
for example), for simplicity in the prototype system, the present data have
been reduced by using internal evidence and plausible argument. For example
at large (numerical) values of incidence a, the displacements A;A and AF will
both have the same size as a, and since the pressures on each face will be
nearly uniform, placing the centre of pressure a distance c013 from the base,
that is, forward of G, the pitching moment about G will also have the same
sign as a. At small values of jii, the situation can be ambiguous but has been
resolved by requiring that ZG and 9 be smooth functions of .

The force Fc in the direction OC and the pitching moment MG about G2 are
respectively

r tF = mZG and MG = 122G ........... (3)

where in the second equation we have assumed that the squares and products of
the roll and yaw rates are negligible. As the model swings at the ends of the
threads from the suspension sting, there is a small roll velocity and the
direction of the laser beams is not quite that of the lift, because of the
manner in which the model is suspended. In consequence there is also a very
small yaw, but its effects are negligible. The model is hung by a pair of
threads attached close to one of the leading edges, and it must therefore rest
initially with the two points of attachment and G in the same vertical plane.
On the assumption that the nozzle centre-line is horizontal, the model is also
set up with its axis Gi horizontal. The true incidence therefore differs from
that set on the protractor and though it varies slowly with setting angle, the
correction is about -0.90 for the composite model and -2.20 for the duralumin
model. The correction to the lift because its direction is not quite along O%1
is very small, about 1% in the worst case. All these effects are of course
avoidable by careful design of the suspension.

The mass m of the model, and of its component parts, were obtained by
weighing, to within 10 mg. The position of the centre of mass G was then
computed, as also was the moment of inertia 122G about G2. Equation (3) then
gives the pitching moment about the centre of mass, which is in a different

45"
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geometric position for the two models, figure 2. The moments have therefore
been transferred to a common geometric centre, a line co/3 from the base,
corresponding to the position of the centre of pressure, were the pressures
uniform over each sttrface.

In order to derive the coefficients of lift and pitching moment one needs
to know the dynamic pressure jyp M2  of the stream. This is not known with
any certainty for the QMC tunnel for two reasons. With relatively low
pressure high enthalpy flows, the thermodynamic state of the gas at the test
section is uncertain, and with a conical nozzle, the test flow is spatially
non-uniform. The data of references 7, 8 and 9, have been used, account being
also taken of the small effects due to random variation in the incident shock
strength in the shock-tube. The effects of flow conicity remain unaccounted
for, but are likely to be smaller than the cone angle of 200 would suggest
because of the boundary layer on the nozzle wall.

6. RESULTS

The reduced data, averaged over the test period, for the ridge-delta of
aspect ratio 1 and thickness ratio 0.125 are shown in figures 6 and 7. Most
of the points represent the means of several tests at the same nominal
incidence and hide a scatter of up to ±10% in some cases. This is thought
to be due to the rather crude arrangement used for setting the incidence

L ] together with the variation in nozzle reservoir pressure which may amount to
+5% during the test period and may also vary from test to test in a random
way due to differences in the diaphragm bursting behaviour and shock-waver attenuation.

It The fringe count n(t) over the whole test period was fitted by a parabola
very well - in all cases the standard deviation was only a fraction of a
fringe. Systematic variations attributable to the small differences in final
shock velocity in the shock-tube were of course taken into account in the data
reduction. The actual measurements yield the lift and moment fairly directly;
the derivation of the coefficients, which are based on the plan form area of
the delta, depends also on the dynamic pressure as we have noted. However the
value used, 0.44 5p, (normalised at the tailored-interface shock strength)

Acorresponding to sudden freezing of the vibrational mode of the nitrogen
differs little from the values obtained assuming full equilibrium flow or
fully frozen vibration throughout the nozzle, 0.4 10p, and 0.440P1 respectively.

0 -02

0/ ,=4 0 / •

/ -0.02,

.,Fig. 6. Lift coefficient vs. incidence; Fig. 7. Pitching moment coefficientil "

::: ,:;. M= =10. 3 s(aboutfline c cet/3 from base)
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Also shown in figure 6 is a theoretical curve computed for the compression
surfaces using an inviscid, perfect gas theory due to Larcombe'1 , which
assumes that the flow is essentially conical and is an interpolation based on
the base areas, between an equivalent cone and a two-dimensional flow. The
expansion surface contribution at each incidence has been computed using small
disturbance theory (see, for example, reference 12), and is found to provide
about 20% of the lift. The base region was assumed to be at the ambient
pressure p . The agreement between theory and experiment is remarkably good
but must be regarded as fortuitous.

In these tests for most of which the Reynolds number Rec0 is about 7000
viscous interactions are expected to be significant, and will modify the
pressures near the leading edges. It is possible that the effects on the
upper and lower surfaces cancel, at least for small incidences, and this may
explain the good agreement; at larger values of clt divergences begin to
appear. On the assumption of conical flow, the moment coefficient about the
reference line should be zero. A least-squares straight line, see figure 7,
suggests that the lift acts about 4% ahead of the reference point consistent
with higher pressures in the forward regions than predicted.

7. CONCLUSIONS

The prototype system has been successfully demonstrated and has produced
data under conditions in which other methods have so far failed. The
extension to the measurement of other force and moment components is one
largely of detail.

The main disappointment has been in the rather larger scatter than
expected from nominally identical tests. However we feel that this is
probably attributable to features other than the acceleration measurement, and
until these have been eliminated the full potential of the system will remain I
uncertain.

The manual data reduction is rather tedious, but readily automated. Once
the data are stored in transient recorders, each record could be played back
relatively slowly to a system which would measure the times for An successive
fringes relative to the known overall time of the record. An could be
controlled by suitable programming of a microcomputer.
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SHOCK TUBE SIMULATION OF

0PULSED FLOW AERODYNAMIC WINDOWS*

V. A. Kulkarny, J. Shwartz, and R. A. Briones

TRW Defense and Space Systems Group

Redondo Beach, California 90278

Aerodynamic windows provide pressure and gas species
isolation interfaces which are transparent to laser
radiation. The feasibility of using a shock tube
flow field as a single-shot window for short, high-
energy laser pulses was investigated. A primary
application of such a window would be for the gas
laser driven inertial confinement fusion test
facility currently planned by DoE. Experiments
were performed to determine the phase aberrations
and beam-quality degradations produced by a pulsed-
flow window. Holographic interferograms, when
interpreted with a densitometer, typically showed
an RMS phase aberration of 0.13 rad in tests using
He and 1.25 in tests using air, all at the 0.694 m -'
Ruby wavelength - Scaling relationships developed
under this studyJshow that such performance is more
than adequate to meet the anticipated fusior laser
beam quality requirements.

INTRODUCTION

In the context of high-energy lasers, an aerodynamic window
is a gas pressure and species isolation interface generated by a I
gas stream. Continuous-flow aerodynamic windows have been used
now routinely on a variety of high-power CW and pulsed lasers as
beam output windows, where the power/energy levels preclude long
term operation with material windows. Some examples are CW gas-
dynamic (C02 ) and chemical (DF) lasers, and pulsed electric dis-
charge (C02 ) lasers.,2,',

4

The gas flow rate in such continuous-flow aerodynamic windows
is typically proportional to the laser cavity pressure and beam
output aperture. For large aperture lasers, such as those currently
envisioned for laser fusion applications, the mass flow rate and
cost associated with running a continuous-flow aerodynamic window
are prohibitively high. However, these lasers operate in a pulsed
mode and require only a pulsed-flow aerodynamic window in which the
flow is on only for a short time during which the laser pulse is
extracted. The flow can then be turned off (and ihe aperture
closed by a non-transparent partition) during the tLme intervalbetween two pulses, with substantial saving in g9a flow rate and
recirculation costs.
Work performed under LASL P.O. No. 4L2-8204K-l.
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The operation of a pulsed-flow aerodynamic window which cen

provide the same pressure and species isolation as a continuous

flow window but with only a small fraction of the flow rate was
demonstrated at TRW5 for single pulse laser fusion applications
using a shock-tube simulation technique.

THE PULSED AERODYNAMIC WINDOW CONCEPT

A pulsed-flow aerodynamic window is described schematically
in Figure 1. It is essentially a burst-diaphragm shock tube
placed at the beam output port of a laser oscillator or amplifier.
The window thus becomes an integral part of the laser beam duct.

REACTOR

SUTER DIAPHRAGM SHUTTER CHABER

HIGH WINDOW WINDAC LOI FUSIONLASER PRESSURE DRVER DUCT PRESSRE V TARGET
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Figure 1. Schematic of a pulsed aerodynamic4 window and its operation

The portion of the duct to the left of the diaphragm, the
window driver, will be typically filled to a pressure which equals
the laser pressure. The gas composition there may be different
from that of the laser gas to minimize absorption of the laser
beam. A shutter can be used to separate the laser gas from the
window driver gas. This shutter will then be opened (say, pneu-
matically) some short time before the laser is fired. The window
driver gas should be matched in density and index of refraction
to the laser gas to minimize gas mixing and refractive gradients
induced by shutter motion. The conditions in the window duct are
the same as the beam duct, which depend on the mode of window
operation, as will be explained below. A second shutter may be
placed downstream of the window duct region to minimize the flow
of driver gas into the duct and to minimize pumping required

* between laser pulses. This shutter too will be opened just before
and closed a short time after the laser is fired (see Figure 1,
Sequences and@).

The diaphragm opening must be triggered by some external means
before the laser is fired. The time delay between triggering the
diaphragm burst and transmitting the laser pulse will be of the
order of 1 to 10 milliseconds, depending on the window and diaphragm
the diaphragm clears the window aperture and flattens itself against
the duct walls (Figure 1, Sequenceo). The resulting gas flow
rapidly evolves into the well understood shock tube flowfield:

6

four uniform regions separated by plane waves and a contact surface.
The laser pulse can now be propagated through the window into the.... " beam duct. 

-

+.i ~. .. ......-
''
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The effect of the window flow field on the phase and focusa-

bility of the transmitted laser beam is the one major factor which
will determine the feasibility and usefulness of this window concept.
The major variations in gas properties are along the duct axis, and
hence should have little or no effect on the quality of an axially
transmitted laser beam. However, lateral variations are also
expected to be found in such a duct, particularly next to the "con-
tact surface" which in reality is a turbulent inhomogeneous mixture
of gases from regions 2 and 3 of the shock tube flow. The refrac-
tion through this region could have a degrading effect on the beam
quality of a transmitted laser beam depending on the magnitude of
the index variations.

The effects of such lateral disturbances on beam quality can
be minimized, with proper choice of conditions in the window duct
(or the beam duct). If the beam duct is at very low pressure
(PlI/P4) - D, and the driver gas essentially expands into vacuum
then the density of the contact surface is very low and cannot
cause significant refraction. If the beam duct is at an inter-
mediate pressure (P4/Pl) c 0(1), then the beam duct gas may be
chosen to match the refractive index of the gases in regions 2
and 3 of the shock tube flow.

CONCEPT VERIFICATION TESTS

The experiment utilized a conventional shock tube (3.5" square
and 16' long) fitted with optical glass windows at both ends (Figure
2). A scribed aluminum diaphragm was used and the burst was caused
by slowly increasing the pressure on the driver side. Phase aberra-tions caused by the resulting flow field were recorded holographi-

cally, using a ruby laser pulse. The gas pressure and composition
on the two sides of the diaphragm and the delay time between the
diaphragm burst and diagnostic laser pulse t*, were the test
variables.

LW DENWINDOW DRIVER WIN EOW DUCT

GAS TAN SRBEGAS INLET ANDPA.EMRE GAE ALNNUM P/EUN PRSSR QME

Figure 2. Schematic of test apparatus for pulsed
t n e l aerodynamic window simulation

The holograms of the shock tube flow event were used in a
sandwich mode to obtain interferograms of the medium. This
technique of the errors introduced by the
measurement optics with the help of a baseline hologram of the
evacuated shock tube sandwiched onto the event hologram. Similar
in principle to double exposure holographic interferometry, the
technique has the additional advantage that the interferogram can
be examined under different spacing and direction of the fringes
by relative motion of the two holograms, which permits a better a
evaluation of the phase aberrations and the OPD function.

EXPERIMENTAL RESULTS

Figure 3 shows three interferometric reconstructions of a
holographic record, made at different fringe spacings for a case
of beam duct at a very low pressure. The driver contained Helium
at about 1.2 atm driving into about 0.5 torr of Helium. The three
pictures correspond to infinite fringe, coarse fringe and fine
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fringe interferograms. There is some crowding of fringes close to
the shock tube walls, possibly due to boundary layer effects
which are not essential aspects of the window, as discussed later.
The central 2" diameter circular portion of the 3.5" shock tube
aperture appears to be relatively distortion-free. The flowfield
in this medium includes a shock wave of Mach No. 2.8 and expansion
waves, none of which are apparent since they are almost parallel
to the plane of the picture. The perturbations observed are mostly
due to the turbulent contact interface and the wall layers. The
time corresponds to about 0.8 ms after the diaphragm burst is
initiated. Densitometric evaluation of this and similar interfero-
grams, performed at the Perkin Elmer Co., yielded (AX/X)rms 0.02
for the central 2" circular region after subtraction of tilt and
focus3

Figure 3. Sandwich intirferograms of axial shock tube flow,
(P4/Pl) > 10, P4 = 1.22 atm. He., Single event,
t* = 0.8 Ms.

Figure 4 shows the time-development of the shock tube OPD
pattern with a sequence of interferograms made in air with the
same gas pressures as above. Here the slower sound speed in air
allows more freedom in timing th- ruby pulse and also the large
refractive index makes the measurement far more sensitive.

Evidently the optical quality of the medium in the central
region improves with time, except in the last frame where the shock
wave was reflected from the end of the shock tube. A transverse
diffraction wave caused during the reflection is seen in the pic-
ture. Also, strong light scattering is observed outside the aper-
ture, probably indicating that the reflected shock wave has
interacted with the turbulent contact surface and intensified its
optical inhomogeneities.

Clearly the central picture on the bottom row provides the
best optical quality. In the central 2" region of the 3.5" aper-
ture the maximum optical path perturbation is estimated to be
about ± X. The time for this picture, when scaled with the wave
velocity and the shock tube dimensions, is equivalent to the time
for the pictures in Helium, Figure 3. Accounting for the different I
refractive indices, 1 X in air corresponds to 0.12 X in He making
these results in air consistent with the results obtained in He
(Figure 3).

o:-
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Figure 4. Sequence of interferograms for tests in air
with different time delays; P4/Pl > 103,
P4 = 1.22 atm. Top: t* = 1.0 and 1.2 ms,
Bottom: t* = 1 5, 1.8 and 2.2 ms.

Tests were also made for the case of a beam duct at intermediate
pressures. Here He at 1.76 atm was used in the driver and 91.5% He
with 8.5% N2 at 0.59 atm in the driven section (p4/Pl)= 3.3. This
gas mixture was selected to match the index of the driver gas after
both driver and driven gases are processed by the shock tube waves.
The shock Mach No. is roughly 1.3. Delay times as long as t*=2.4
ms were examined. The optical quality in the 2" central portion
of the window was even better in this case as compared to the large
pressure ratio cases (P4/Pl > 103), indicating that the shock tube
field can have a good optical quality for a wide range of pressure
ratios.

Significant degradation of the optical quality is observed
next to the shock tube walls throughout this simulation. The
observed variations in the optical density in these regions do not
correspond to the shock tube flows. The thermal boundary layers
on the shock tube walls are typically very thin (=l mm). In
comparison, the observed wall layers are always much thicker (=l
centimeter or more, generally). Interferograms of the shock tube
without a diaphragm being pressurized in the same way as the driver
section is during a regular test, show density gradients next to
the tube walls which bear a striking resemblance to the effects
observed in the data. Here the gas in the tube was compressed
adiabatically, except near the walls, where the change in gas I
temperature results in thermal conduction to the shock tube walls.
Evidently, this aspect of the data is an artifact of the method
used for bursting the diaphragms and is not an essential feature
of the shock tube flowfield or of the pulsed aerodynamic window.
It will be eliminated if the driver gas can be allowed to come to
equilibrium with the walls before bursting the diaphragm by a
trigger mechanism. i
ANALYSIS AND SCALING OF TEST RESULTS

The properties of the inviscid gas flow in a shock tube are
independent of scale when the spatial and time coordinates and
the dependent and initial gas properties are properly normalized.
Dimensional analysis of the flowfield shows that any gas property
"A" is uniquely determined as a function of the scaled space-time
variables, with parametric dependence on the normalized initial
conditions, in the following form

A (,ta4) (P'A 4A4 ' TI' DM' 'Y4

n'Vunm Ill lln l l
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[1641 When the shock tube is used as an aerodynamic window its most

critical property is the variation in the axial optical path lengths
across the tube cross-section or window aperture. The relative

change of optical path lengths across the window aperture in the
(y,z) plane, referenced to any point (y0 ,z0 ) and at any time can
be written as

L1

AX(y,z,t) = f [8(x,Y,z,t) - a(x,yozot)] dx

-L4

where x is aligned with the tube (window) axis and is the local
index of refractin minus 1. After normalization, the optical
path difference (OPD) function can be written as

(LI/D)

Da4  ' ' D a ' D' D' D

- (L4 /D)
a ' D ' Y D ' d().

Now since 8/ 4 is an invariant for properly scaled devices (identi-
cal normalized initial conditions and spatial and time variables),
AA/Da 4 is also invariant.

Thus, given two pulsed aerodynamic windows of different scalesI but with identical initial conditions, the normalized OPD functionwill be identical for the two windows provided they are geometri-
cally similar and the time is scaled with the characteristic
acoustic period of the device. It should be noted that in the

pulsed window typically T4/T1 = 1. Additionally (W/O4) depends
only weakly upon M4/MI, y4 and for cases of interest. Thus

(AX/D04), which is the scale inv riant performance parameter,
becomes mainly a function of the pressure ratio (P4/PI). Also
note that the similarity is further contingent on the diaphragms
having the same dynamic behavior for the cases being compared.
It can be shown, however, that if P4 and p1 are the same, and so
are the gas composition and diaphragm material, the rupture and
overall dynamic behavior of the diaphragm will be similar.

Typical test conditions and test results are presented here in
Table 1. Included in the table are two tests with a large pressure
ratio (one using He and the other air), and one test for a small
pressure ratio (with He in the driver and index matched He/N 2 mix
in the driven section). The full window aperture (D=8.9 cm) was
used in the performance evaluation, assuming that the deleterious
wall layers can be completely eliminated with externally triggered
diaphragms.

The window beam quality was calculated using the Marechal
approximation (BQ ; exp t (AMS) 1 forAOD < 0.5, whereas an
actual "power in the bucket" caculation w&performed for cases
with AORMS > 0.5,using the digitized tilt and focus corrected
phase fronts derived from the interferograms. Note that despite
the drastic changes in window gas compositions and pressure ratios, '-

the changes in the normalized OPD, the major erformance parameter,
are rather small, ranging from 2.5 to 4 x 10-. This variation
may be caused by the change in the normalized pulse delay time,
t*a4/D, as much as by the change in initial conditions. The tests
performed were not sufficiently extensive to trace the source of
this performance variation.
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Table 1. Summary of typical pulsed aerodynamic
window test results

TEST
CONDITIONS D(CM) 8.9 8.9 8.9

Driver Gas He Air He

P4 (atm) 1.22 1.22 1.76

Duct Gas He Air 91.5He/8.5N 2

PI(atm) 10- 3  10- 3  0.59

t*(msec) 0.8 1.8 2.4

a4 (m/sec) 1025 344 1025

X(um) 0.694 0.694 0.694

84 4.4 x 10
- 5  3.6 x 10

- 4  6.3 x 10
- 5

t*a4/D 9.22 6.97 27.5

MEASURED (AX/X)p-p 0.1 1.0 0.06

(AX/A))RMs 0.02 0.2 0.02

A RMS(rad) 0.13 1.25 0.13

DEDUCED BQ(at A = 1.01 2.2 1.01
0.694 pm)

SCALEINVAPRIORANE D--S 3.5 x 10 - 3 4.3 x 10 - 3 2.5 x 10 - 3

INVARIANT ()RMS -

PERFORMANCE D74-- 35 0 43x10 . O
PARAMETER

Table 2 shows projections for pulsed aerodynamic window
performance in an ICF system based on our shock tube test results.
Two candidate ICF laser drivers are considered: the CO2 and KrF
lasers. Typical laser properties and gas mixes for these two
lasers are presented in the table. For the purpose of this4,o performance evaluation it was assumed that the beam duct connec-
ring the_ aser to the reactor chamber will be under low pressure
(P1 : 10 atm), and therefore only high pressure-ratio windows
were considered. Two window apertures were used in this evalua-
tion for each laser candidate: a typical small aperture (D=10 cm)
window, which would require partial focusing of the laser beam

before transm1sion through the window, and a typical large aper-
ture (d=100 cm) window, which matches the laser output aperture
and hence requires no beam contraction.

The windows in the ICF system are assumed to be geometrically
similar to the window tested in our experiments, and a relatively
low value of 10 was assumed for the normalized pulse delay time,
t*a4/D (t* being the window rupture to laser beam transmission
delay time), to minimize the length of the window (L1 and L4 ).
Although the CO2 and KrF gas mixes were not simulated in our
experiments, it was assumed that the gas composition will not have
a major effect on the normalized performance parameter, AXRMs/Da4,
and a conservative value of 4 x 10-3 was used for the performance
projections, based on our experiments.

The predicted OPD for the ICF lasers, in terms of (AX/X)RMS ,

can now be determined from the scale-invariant performance para-meter, AXRMS/DB4, and the scale factor Da4/X" The phase varia- ; .
tions and beam quality of the transmitted beam can be evaluated

by the same procedure used for Table 1.

Included in Table 2 are the beam quality requirements for an
ICF laser system. To generate these requirements it was assumed
that 1 mm diameter fusion targets will !-! used, that the beam
focusing elements will have a 10 m FL, and that the beam aper-
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Table 2. Projections of pulsed aerodynamic window performance
for two candidate ICF laser systems.

Laser CO2  
UF

A(ui) 10.6 0.25

Laser Mix Se/N 2/C0 2 - .706/.059/.235 Ar/Kr/F 2 - .95/.045/.005

WINDOW X4 14.82 41.92
PARAMETERS 4  14.62
FOR icy B4  1.354 x 10

-  
2.613 x 10

LASERS
Driver Mix He/N 2 /Ar - .564/.405/.031 Ar/gr - .9547/.0453

A4 1.491 1.6576

a4 (a/s) 501.85 314.05

P4 (atm) 1.0 1.0

P1 (atm) 10
- 3  10

- 3

D(C ) 10 100 10 100

(p4/Pl) 10J 103 101 10

(t*a4 /D) 10 10 10 10

WINDOW (L4 /D) 10 10 10 10INVARIANT$ 4/D

(L /D) 25 25 25 25

(AX/DB4 )R S  
4 x 10

- 3  4 x 10
- 3  4 x 10

- 3  4 x 10
- 3

SCALE (DO4/X) 1.28 12.8 104.5 1045
FACTOR 

..

(AA/X) S 0.0051 0.051 0.418 4.18

PERFORMANCE A0 (rad) 0.032 0.32 2.62 26.2
PREDICTIONS

so 1.0005 1.052 8.0 104

SIC BQ 1.0 4 16 106

REOUIRD4ETS ______ ________ ________ ______________

ture, before it is focused, is equal to the window aperture.
The projected performance of the pulsed windows is clearly
within the requirements of the ICF systems considered here. I
CONCLUSIONS

4A concept for a pulsed aerodynamic window which is compatible
with the laser driven ICF Single Pulse Test Facility was developed
and tested. Test results, when used in conjunction with similarity
and scaling arguments, show that the performance of such windows
will meet and surpass the ICF system requirements.
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S VELOCITY MEASUREMENTS OF INCIDENT AND REFLECTED SHOCK

O WAVES IN VARIOUS GASES AND IN SATURATED WATER VAPOUR

W.Garen, K.Brudi, G.Lensch

Fachhochschule Wedel, Germany

Velocity measurements of incident and reflected
shock waves have been performed by a four-beam-
laserinterferometer. The beam distance for run-
time determination was only 3.3 mm, thus insuring
an instantaneous velocity measurement obtained
by shock-shock reflection (ideal) and by end wall
reflection (real). Both investigations have been
made in the same !e under the same conditions.
Noble gases show a significant deviation of re-
flected shock velocities between both methods I
whereas complex gases like CCl 2F2 are nearly un-
effected by end wall influences. Condensation
phenomena are also treated. Saturated water vapour
has been filled in a perpendicular shock tube and
velocity measurements of incident and reflected
shock waves have been made. For Mach numbers
M31.65 spontareouscondensation at a copper end
wall generates rarefaction waves, which decelerate
the reflected shock.

INTRODUCTION

Shock waves reflecting from a co-planar heat conducting wall
are influenced by end wall histories. Several investigators have
studied such effects on normal stress, temperature1 , density 2 ,3

and heat flux to the wall 4 . These measurements have been made at I
the end wall plate. Theoretical calculations show that besides
the above parameters the velocity of reflected shock waves is
also obviously influenced by gnergy exchanje, mass absorption

* ' and boundary layer effects , . Piva et.al have measured density
profiles and velocities (from time mar:.s on scope traces) of re-
flected shocks for Mach numbers 3,4 and 6 and for end wall dis-
tances between 0.4 and 26 mm. Due to our much smaller shock tube
(40x40 mm2)} e prefer higher pressures p1 (38.6 <j< 400 Pa).
to prevent undesired boundary layer effects for the tube flow
behind the incident shock. The reflected shock is a 'carrier'
of end wall histories and brings these influences back from the

.. end wall. Thus it seems to be useful to determine whether care-
ful velocity measurements of incident and reflected shock waves
over very small distances demonstrate accommodation effects.
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This method requires sufficient space and time resolution and
sensitive instrumentation, in particular for low pressures and
low Mach numbers. The main goal of part I of this paper is the
comparison of reflected shock velocities obtained by shock-shock
reflection and by end wall reflection. Both methods have been
studied in the same shock tube with similar experimental con-
ditions. Part II of this paper deals in a preliminary way with
spontaneous condensation - evaporation - phenomena behind reflec-
ted shock waves in saturated water vapour.

Numerical calculitions of the Boltzmann equation with the
aid of the Krook model show amongst other things a decrease in
reflected shock velocity if on the end wall condensation occurs
and an increase in reflected shock velocity if the end wall partly
evaporates.

For a first check we have set up a perpendicular shock tube
filled with saturated water vapour which is in the state of equi-
librium± room temperature. We have used the following 'end walls':
a plate of copper or PVC and a plane water surface.

EXPERIMENTAL

Apparatus:

I' Velocity measurements of reflected shock waves often show
an unacceptable scatter caused by various bursting processes of
diaphragms and slow deceleration effects for longer distances. J
Therefore the commonly used diaphragm has been replaced by a quick-
ly opening valve8 . This method has been successfully applied in
several shock tube investigations9 ,10 , 1 1.

The shock tube facility has been described in ref.10. With
the help of two identical valves at both ends of a shock tube we
have set up a so-called 'double shock wave tube'. Velocity
measurements of shock-shock reflections have been presented in
1979 (Symp.on Shock Tubes and Waves, Jerusalem)1 0 . The present
measurement have been performed in the same tube with a cross |
section of 40 x 40 mm2 and a length of 2500 mm.

Measurement techninue

Velocities of incident and reflected shock waves have been
measured by a laserinterferometer in a twofold working mode. The
study of shock wave velocities in rarefied gases in a wide range
of Mach numbers demands a highly sophisticated measuring tech-
nique. A very good temporal and spatial resolution and a high
sensitivity (especially for low pressures and low Mach numbers)
are required. Fig.1 shows the arrangement of the interferometer.
The basic device is a two beam interferometer consisting of two
Wollaston prisms12 . The Wollaston prism W2 splits the laser beam
twice with a separating distance of 0.17 mm (middle of shock tube
axis). With the aid of the Wollaston prism W1 the two beam inter-
ferometer' becomes a 'double two beam interferometer' with a
distance of 3.3 mm, i.e. we have two differentialinterferometers
(each with a beam distance of 0.17 mm) and both differential-
interferometers have a distance of 3.3 mm. By mixing and polarizi-
sing the four beams and transforming them to two interfering pairs
we get a difference signal from separate photodiodes (PIN-diodes).Nei
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The diodes are connected inversely, thus the sensitivity is doubled
and disturbances (laser power changes, vibration) are avoided. It
should be mentioned that the two lenses L1 , L2 determine the four
beam diameters (at the shock tube axis) as well as the distance of
the two corresponding interferometer beams (in this case 3.3mm).
The main advantages of this arrangement are:

(1) short measuring distance (3.3 mm)
(2) good spatial and temporal resolution
(3) high sensitivity
(4) velocity of the incident and reflected shock wave is

measured with the same arrangement, thus the velocity
ratio uR/vI is independent of measuring distance di.

VA- Fig.2 shows a typical density trace with a (x,t) - diagram
where the x-axis is on a scale of 50:1.

(x,t)-dingrum Xe p,,:.3 PB
T,.294 K

m:1560732

t a
- ',

Fig.2

Typical density trace with (x,t)
diagram (x-scale 50:1)

~Iii~t
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By enlarging the scope pictures, we have calculated the shock Mach
number, the velocities of the incident and reflected shock from
the time intervals atl and 6 t2 . The time interval at 3 has been
used to estimate the position of the end wall relative to the
interferometer. This can be done with some measurements of very
weak shocks (MI < 1.1). In the case of an acoustic wave (M = 1) the
incident and reflected shock wave have the speed of sound.

d i + a~ 1t
For M =1, xM = 2 and we have introduced a dimension-

less parameter: m = xM/di thus 0.5 <m<infinite.

For part I velocity measurements have been made for the values of
m = 0.686, m = 0.732 and m = 1.376

Results (Part I)

Velocity measurements of shock reflection by an end wall
plate of aluminium have been performed with the noble gases
Ar (1<M 1 <4.1), Xe (1<M 1 <6.4) and with the polyatomic gases

CO 2 
(1- M 1

<5.4) 
and CC1 2F2 

(1<M 1 <5.2).

I Xe, Ar ed w,

0,8-O)(e Shock- Shock- Reflection dQ ~
0,0- *Xe End-Wall-Reflection m=0,686 -- 3.3rn

'Xe End-Wol-Reflection m=0,732 I
*Xe End-Wol-Reflection m=1,376 m Fig.3

0,6 22, %oAr End-Wall-Reflection m=1,376 Velocity ratio as a
....---.. ---------- function of Mach num-

226~-1 . .ber for Xe and Ar.
C " 2 1,6 (v reflected shock

,I69. velocity, vI: inci-
N6. 1 dent shock velocity)

021 The parameter values
are the initial

_ _ _ _ _ _ __ pressures in Pascal. I
1 2 3 5 6 7 M,

-,, CO2  -d .9
V

1  
a Shock -Shock-Reflection

s0,8 e End-Wall-Reflection m=0,686
a End-Wall-Reflection rn=1,376

0,6
0,6 b d , 3.3 .

3 .3 k 131
-C,-

15 13 7--------- - Fig.4

0,2- 493 Velocity ratio as a func-
tion of Mach number for

1 2 3 S M, 6

AS - .
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Fig. 3,4,5 show velocity measurements of shock waves as a function
of the Mach number M1 . The velocities are normalized by the inci-
dent shock velocity v. The open circles are results of shock -
shock reflection10 , which have been obtained with the 'double
shock wave tube*. In this case the *end wall' is formed by the
collision of two equally strong shocks thus no end wall histories
occur('ideal' reflection). Present results have been obtained with
solid end wall plates of aluminium or plastic ('real' reflection).
Differences between ideal and real reflection are caused by endwall influences.

The main results are as following:
Velocity measurements of Xe and Ar (especially Xe) depend on
measuring position of the interferometer (parameter m) in a cer-
tain Mach number range 2.5 <M 1 <6 (fig.3). This dependence was
not observed for 'ideal' reflection. For instance in the case of
'real' reflection a small displacement of A xM = 0.15 mm (m=0.686
to m=O.732) changes the normalized velocity VR/v by a maximum
amount of 18% for a fixed Mach number of M 1 = 5. On the other
hand a displacement of xM = 3 mm (m=1.376 to m=1.41) doesn't
change the reflected shock velocity. This significant change of
velocity appears mainly related to the ionisation of Xenon behindthe reflected shock wave1 3 ,14.

When this paper was submittej for presentation it was ex-
pected that numerical calculations (one - parameter accommodation
coefficient) would be available at the time of the Symposium to
verify the experimental results above. Unfortunately it was not
possible to present calculations which take into account the shock
deceleration by ionisation.

Our measurements for CO2 and CCI 2F2 are almost independent
of displacement m. For CO2 there is, similarly as for noble gases,
an increasing velocity difference between 'ideal' and 'real, re-
flection (fig.4), whereas in the case of CCl 2F2 no difference is
observed.

Experimental (Part II)

A perpendicular shock tube has been set up for an investi-
gation of the phenomena of condensation and evaporation. Tube and
equipment are the same as that mentioned in part I.

V' .



11721 Gaen et al

Because of the relatively high initial pressures we have connected
a cookie cutter made of glass(i.d. 17 mm) to the end of the shock
tube. Various 'end walls' (copper, plastic, liquid) can be used
for shock wave reflection. Initially the shock tube has been
filled with saturated water vapour. This vapour has been obtained
from destillated water being thoroughly degassed in advance.

For this system we have measured the incident and reflected
shock wave velocities for end walls of copper and plastic. Being
dependent on temperature the pressures Pl where in the range
1064< Pl <3325 Pa. For driver gas we have used hydrogen up to
19.8 kPa providing Mach numbers 1< M1 <2.5

In a second test the solid end wall has been replaced by a
plane water surface in order to obtain aprobable spontaneous eva-
poration behind the reflected shock wave. Since the measurements
were to take place immediately at the water surface, the surface
tension had to be avoided.

Therefore, after having moistened the inner surface of the
cookie cutter with a solution of silicon oil (2%) and methanol, we
have baked the cookie cutter for 24 hours at a temperature of

b 523 K. Different liquid surface positions (parameter m) can be
jchosen by varying the level of a small container (communicating

tubes). With the help of a TV camera the exact position of the
interferometer in relation to the water surface has been measured.

Results:

In the same manner as in part I we have measured the veloci-
ties of incident and reflected shock waves as a function of inci-
dent Mach numbers. For Mach numbers MI< 1.65 and saturated water
vapour the measured values are identical with those of the poly-
atomic gas CH4 , which has the same heat capacity and sound velocity

as water vapour.

For Mach numbers MI> 1.65 there is a sudden decrease of re-
flected shock velocity (fig.6) and an increase of scatter.

HOvour A.40lT .26 K

OA g Ot erw pl "t ,'

,f p ' "f0d'*OI ,qd

Fig.6

,9, 831 S. 6 Reflected shock velocity normalized -ImI
,m by the incident shock veoiyas a

-- o function of the Mach number for
C1  3 2 Adifferent end walls* in saturated
0 s 2 25 M, water vapour.

At the cold end wall plate (copper), condensation of water vapour
occurs causing rarefaction waves which decelerate the reflected
shock wave.
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For M I > 1.65 these rarefaction waves overtake the reflected shock
(fixed interferometerpDsition m=0.5) effecting the deceleration.
Fig.7 shows the density pulses of the incident and reflected shock
wave as well as first rarefaction waves.

H40-vapour
Incident shk M Q

oend wail Cu-piate
run 626.81/10

t61 
Fig.7
Density trace in satura-

meecled Vted water vapour with

first rarefaction waves
(small pulses at the
right side of the figure)

In order to prove the above assumption, and to exclude the ob-
served rarefaction waves coming from the driver section, corres-
ponding measurements with the same pressures have been done with
methane (a1 (H20) = a1 (CH4 ); cp/Cv (H20) = cp/Cv(CH 4)). Fig.6 shows

good agreement between water vapour and methane for Mi <1.6. For
a further check,we decreased the initial pressure P, to get un-
saturated water vapour (the vapour behaves like a real gas) to
reduce or avoid condensation. The open circles in fig.6 are
measurements which show the increasing reflected shock velocities
as a result of decreasing initial pressures Pl" A few measurements
have been made in saturated water vapour with a liquid 'end wall'
of water. The measured reflected velocities are all smaller com-
pared to those obtained with solid end walls.mI

,v* .goas 0 =5 dgCu .

ok 5.3.2 W

iv 12.990 f

P pP 77, "O'S

Fig.8
Density tra es with in-

, .,,, creasing initial pressuresP..".S kft

K.228 causing a deceleration of
the reflected shock wave
by rarefaction waves.

Fig.8 demonstrates condensation effects for a nearly constant Mach
number M, and different initial pressures pl. With increasing
pressure P, rarefaction waves travel with increasing velocities

4p, behind the reflected shock and eventually overtake it.
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Fig. 9
5Normalized density calculations as a

function of the normalized distance
t /r2 3 2 T1 from the end wall with a dimension-

less parameter of time.
(condensation: ac <1

normalized distance 'ideal, reflection:PC= 1
ralized distae evaporation: .c > 1)

Fig.9 shows numerical results with the model of ref.7 for the Mach
number M1 = 3. Two parameters besides the Mach number can be
varied. The ratio of the critical temperature normalized by the
initial temperature which is called TCR and the ratio oC of the
incident and the reflected mass flux to and from the wall. For a
value of ,e< 1 condensation (or absorption) occurs and for ce-> 1
the end wall partly evaporates. In the case of.(= 1 the incident
shock will be reflected without t,,! wall influences (ideal reflec-
tion). The dimensionless parameter TCR acts as a threshold value.

For instance in a two - phase - system (vapour and liquid
end wall' of water) values of TCR >>1 and o >1 are conditions
for evaporation behind reflected shock waves. Spontaneous evapo-I ration behind reflected shock waves are relatively unprobable for
small Mach numbers:
1. The pressure increase is much higher than the temperature in-

crease of the vapour.
2., The temperature of the lend wall' water will differ little

from the initial temperature.
On the other hand condensation will be favoured due to the above
assumptions. Therefore we have chosen the following conditions
in the case of shock wave reflection in saturated vapour:

TCR = 1 M 1 = 3 aC= 0.6,1,10

The development of the velocity of the reflected shock wave
depending on the value ofecis especially interesting (fig.9). Con-
densation decelerates the reflected shock (oc= 0.6) and evaporation
accelerates it ( oC= 10).

CONCLUSIONS

Velocityneasurements for the cases of ideal and real re-
flection show increasing deviations with increasing Mach numbers
as a result of end wall influences. Careful velocity measurements
at different positions in front of the end wall plate give more
information about the end wall histories and the influences on
reflected shock velocity in the boundary layer. The results with

i Xenon show a non uniformity in reflected shock velocity at a

- .rC ,* ..

4 .....
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distance of about 3 mm (m=1.41) in front of the end wall. This non
uniformity is probable caused by the ionisation of Xenon.
The reflected velocity of CCI 2F 2 is equal for both reflection pro-

cesses, thus there is apparently no energy exchange at the end

wall for such complex gases. In all cases of solid end wall
measurements no differences in reflected velocities between alu-
minium, copper and PVC - plastic have been observed.

Reflected shock waves in saturated vapours can be influenced
by condensation phenomena. Preliminary results show a strong effect
on the reflected shock's deceleration when it is overtaken by
rarefaction waves.

A model which specifically takes into account end wall and
boundary layer influences as well as the inner degrees of freedom
would be very useful for the theoretical interpretation of reflec-
ted shock velocity measurements.

This model should also include condensation and evaporation
effects in case they occur.
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INVESTIGATION OF THE DISTORTION OF SHOCK-FRONTS

IN REAL GASES

A.F.P. Houwing, H.G. Hornung and R.J. Sandeman

Department of Physics
'Australian National University

Canberra, A.C.T., 2601, Australia

0 Previous experimental work has found that under certain
conditions non-planar shock fronts and non-uniform test
slugs occur in shock tubes, and suggests that in some
instances a RaylLigh-Taylor instability at the contact
surface is related to real gas effects of the test gas.
For this reason an extension is made of an analysis due to
Levine that considers contact surface leakage when embedded
in the relaxation region. Also, to elucidate the effect of
the post shock boundary layer on possible contact surface
instability, a modification of Mirels' boundary layer

entrainment theory, to take into account Levine-type mixing
across the contact surface, is discussed. Experiments to
determine shock shape, test sample uniformity and test slug
length are carried out with the use of time resolved
differential interferometry and streak shadowgraphy for
Ar/SF 6 test gas mixtures '_The experimental results suggest
that the observed flow n -uniformities depend only weakly

; on the conditions across the contact surface but depend

strongly on test slug conditions.

INTRODUCTION

Distorted shock fronts and non-uniform test slugs have often been
observed in shock tubes. Cloupeau I showed that under certain conditions
in an electromagnetically-driven tube the driver gas did not separate
from the test gas to form a well defined contact surface. Evidence obtained
by Kelly and Besse 2 and Levine3 using pressure-driven tubes sugcasted that
this was due to the presence of a Rayleigh-Taylor4 instability. In addition
Emery and Ashurst 5 reported non-planar shock fronts and non-uniform test
slugs for the heavy test gases SF6 and C4 F in an explosively-driven shock
tube.

tubeIn an attempt to understand the cause and nature of test slug non-F uniformities and shock front distortions in a free-piston shock tube,
experiments were carried out with Ar/SF 6 test gas mixtures, under conditions
favourable to Rayleigh-Taylor instability across the contact surface, in
the large shock tube facility, T36 , by Maddever and Hornung7 . Experiments
using pure SF6 test gas produced non-planar shock fronts followed by

. Present address: DFVLR, AVA, 3400 Gottingen, West Germany.
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Distortion of Shocks [1771

non-uniform test samples. The addition of sufficient Argon to the test gas
produced planar shocks followed by comparatively uniform test slugs, thus
suggesting the presence of a Rayleigh-Taylor instability at the contact
surface. Because the T3 facility did not allow observation windows to be
mounted flush with the circular cross-section inner wall, a square inner-
cross-section shock tube was constructed and incorporated into the smaller
free-piston shock tube facility, T28. The square section tube allowed
windows to be mounted flush with the inner wall, thus enabling the shock
tube flow to be visualised without being affected by area changes. These
latter experiments undertaken by the present authors employed streak-
shadowgraphy for visualisation of the shock, the test slug, and an apparent
mixing front which separated the pure test sample from a turbulent region in
which the driver and test gas are mixed. These experiments confirmed that
pure SF6 test gas produced distorted shocks and non-uniform test samples.
However the addition of only small quantities of Argon produced a planar shock
front and a comparatively uniform but short test slug. The use of the heavy
noble gas Xenon as the test gas produced planar shocks and very uniform test
samples thus suggesting that real gas effects were contributing to the
instabilities in the Ar/SF6 case. For this reason Levine's analysis has been
extended to take into account the vibrational and dissociative relaxation
behind the Ar/SF 6 shock fronts. In addition, an analysis, to take into
account the acceleration field associated with boundary layer mass entrainment,
has been used in an attempt to determine the contribution of the boundary
layer to instabilities at the contact surface. However both these theories
were found to be inadequate in predicting the separation of the mixing front
from the shock wave.

THEORY

Levine assumes that the contact surface is a mixing front followed by a i
region in which the turbulent driver gas and test gas mix. Such a mixing zone
can begin during the shock formation process as discussed by White 9. Levine
suggests that this mixing zone consists of "blobs" of mixture, different blobs
having different gram fractions, a, of driver gas. Figure 1 shows the varia-

-10-12.70
6.00 1020.0 1200.0

, . u 5.50[ 900.0 "
.: 2.60 - 100.0

,n 5.00 880.0 r
COD 4.0 , 0 2.50 00.0

5.50 1900100.0t3, 0.0 - 800.0

3.00 .0 .2 .4 .6 .8 1.0

*.0 .2 .4 .6 .8 1.0a

Figure l(a) Figure l(b)

tion of the mixture density p(a) on the driver gas gram fraction x for two
different experimental conditions. In both situations there exists a
particular value of a for which the resultant mixture has a minimtum density V
p i Thus provided Pmin is less than the pure test gas density P2 that
bTD is buoyant in the presence of the pure test gas and will be driven into
the test slug if a favourable "pseudo-gravitational" field exists. Note that
according to figure l(b) such a Rayleigh-Taylor instability is possible even
if the pure driver gas is more dense than the pure test gas provided that [
sufficient mixing occurs.
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Levine considers the motion of a blob at density Pmin when the contact
surface experiences deceleration on receding from the shock through the
relaxation zone in ionizing Argon and suggests a criteria for when the
resulting mixing front will not separate from the shock. In the present
experimental work temperatures are too low to cause ionisation. However
SF6 has a large number of vibrational energy levels which can be excited at
low temperatures and a vibrational-dissociative relaxation zone exists behind
the shock. Thus a deceleration field analagous to that considered by Levine
can be present in this case. The presence of a boundary layer behind the
shock may be a further source of contact surface deceleration through the
process of mass entrainment. To elucidate which (if either) of the two
possible sources are contributing to the experimentally observed instabilities
both possibilities were investigated theoretically. The case for boundary
layer mass entrainment is considered first.

According to Mirels and Mullens lO the density variation due to mass
entrainment by the boundary layer behind the shock is small compared to the
variation in flow velocity. Mirels II therefore suggests that if the growth
in the thickness of the boundary layer with distance from the shock can be
described by a power law, then the velocity profile will be as given in shock-
fixed coordinates by 1-n

u2(x) = u2(o) [1 _(i_)l-] .. I

m

where n = 1/2 for a laminar boundary layer and n =1/5 for the turbulent case.
xm is the distance at which the post shock free stream velocity, u2, becomes
stationary when the total mass flux is accommodated through the boundary layer
(xm therefore corresponds to the maxim- possible separation of the shock and
contact surface). The contact surface recedes from the shock at velocity u2which according to equation (1) changes with separation so that the fluid in
the contact surface reference frame experiences a "pseudo-gravitational" field

g _ du2 (Xc)/dt,

where xc is the separation of the shock and contact surface. Blobs of gas at
density Pmin travelling with the contact surface will be buoyant in the
presence of this field and propelled from the contact surface into the test
gas. Assuming that the buoyant gas acts like a rigid sphere of sufficiently
small size so that viscosity is unimportant it is possible to arrive at an I
equation of motion. Following Batchelor 12 for the present case we find,

dUb(xb) du2(xb)

dt k dt

where R = p /Pmins the +_R , xb is the position of the sphere and ub its
velocity. hecause assumption of incompressible flow is vali (see
ref. 11) it is possible to integrate with respect to x for steady flow and
constant R with the initial condition

ub(o) = u2(o)

tO give Ub(Xb) - u2
2(o) = k (u22(Xb) - u2

2(0 )] ... (3)

For the situation where the sphere becomes sufficiently deformed to conform
with the enveloping streamlines, the buoyant gas may be considered to behave
like a continuum in which case that k is replaced by R. It is important to
note that a difference exists between the equation of motion obtained by
Levine and that due to Batchelor. In part this can be traced to the fact that
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Levine has neglected the virtual mass of the buoyant sphere and to the use of
different integration paths.

We assume that xb becomes the new test slug length in the presence of
this Rayleigh-Taylor instability. Further when ub becomes zero, we assume
that the total flux of buoyant gas is accommodated through the boundary layer
and the value of xb at which this occurs becomes the new maximum test slug
length S. From equations (3) and (1) this is seen to occur when

1

xb = S = xm (l - - I ) .... (4)

Integration of equation (2) suggests that this limit is reached when

u2(o)t >l1,
Xm

where t is the time elapsed since diaphragm rupture. This condition is
satisfied in the present work so that in order to compare theory with
experiment equation (4) is sufficient.

For the case of buoyant gas travelling through the relaxation zone of
length xr it is necessary to integrate equation (2) taking into account the
variation of R through the relaxation zone since the assumption of incompress-
ible flow is no longer valid. Although the profile of P2(X) is easily
determined from continuity, evaluating Pmin(x) contributes a more involved
task, and is beyond the scope of this paper. For the present, in order to
compare our work with that due to Levine we shall assume that R is constant.
Integration then gives equation (2) with u2(x) now being the profile through
the relaxation zone. u2(o) is then u2 f, the frozen post shock velocity.
Should uh become zero inside the relaxation zone the mixing front will remain

inside tis region. Noting that u2(xr) is u2e (the equilibrium post shock
velocity) this occurs when,

= 2 > 1 and R > 1.... (5)
u 2f

This criterion is similar to that due to Levine if his R-1 is replaced by our

k.

EXPERIMENT

Two separate but related experiments were carried out. The first,
undertaken by Maddever and Hornung sought to determine the s(ick shape and
test slug uniformity by producing time resolved differential"1 interferograms
of the flow in the large free-piston shock tube facility T3 using different
driver conditions and Ar/SF 6 test gas mixtures. A nitrogen-pumped dye laser
having a pulse duration of 5 ns was used as a light source. Shock transit
times were measured using thermocouple heat transfer gauges while a pressure
transducer located 7.5 cm upstream of the observation windows was used to
trigger the laser light source. Flat windows of 4 cm diameter and slightly
recessed from the inner wall of the circular cross-section shock tube allowed
observation of the flow. Diffraction of the shock and other flow disturbances
were caused by the area change at the observation windows and may have con-
tributed largely to uncertainties in classifying the flow condition. However
it was still possible in most instances, to discern large non-uniformities
of the test slug and distortions of the shock front that appeared to be
related to the process of turbulent mixing. Two extreme conditions were a
observed. The first shown in the interferogram of figure 2(a) is characterised
by a planar shock front and undisturbed post shock fringes indicating a .9
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uniform test slug, and was classified as "stable". The second, shown in figure
2(b) and characterised by a badly distorted shock front and chaotic post shock
fringe shift depicting a highly turbulent test sample, is classified as
"unstable". The extremes shown in figure 2 presented no difficulty in

Figure 2(a) Figure 2(b)

classification. However under some experimental conditions it was found that
a smooth spherically shaped bulge appeared on the shock front while the test
slug appeared to be undisturbed. Possibly such an event corresponds to the
D'yakov-typel 4,15 instability reported by Griffiths, Sandeman and Hornung1 6 ,

although it is outside the criterion for this instability, or could be related
to diffraction effects associated with the area change at the observation
windows. Care had to be taken in classifying this third condition especially
at low densities where the differential interferometer was less sensitive to
flow non-uniformities. Because the shock did not have the "bubbly" appearance
of that shown in figure 2(b) it was supposed that this latter class was
unrelated to the process of buoyantly driven mixing and it was therefore
decided to classify such events as "uncertain". Maddever and Hornung's
results only allowed the post shock flow to be visualised up to 2 cm behind
the shock front before the flow began to interact with the wedge model
(visible in figure 2 , was used for other purposes and has no significance
to the present work) and therefore location of the mixing front was not
possible.

Table I lists the experimentally measured and theoretically calculated
flow conditions for these experiments. Test slug conditions were theoretically
calculated from the measured shock speed and shock tube filling pressure by
the use of an algorithm that took into account real gas properties but assumed I
thermodynamic equilibrium. Thermodynamic data for the gases Ar, SF6, and the
dissociation products SF4, SF2, S2 aQq F2 were obtained from the data of
McBridge, Heimel, Echlers and Gordon''. The ratio R, was calculated by
determining the mixture densities p(a) for different values of cL by the use
of the same computer program until a minimum density was encountered. In
evaluating p((%) it was assumed that the resulting mixture reached thermodynamic
equilibrium isobarically and adiabatically. Two typical plots of p(ct) are
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Table 1.

Ar/SF 6  P1(torr) M1 Classification R L

0 18 11.5 unstable 2.01 1.19
0 5 16.5 unstable 1.92 1.19
1 80 5.5 uncertain 1.78 1.05
1 40 6.9 unstable 2.06 1.10
1 20 8.2 stable 1.52 1.07
1 10 9.7 uncertain 1.34 1.05
1 5 11.6 uncertain 1.31 1.05
2 80 5.4 stable 1.29 0.94
2 35 6.1 stable 1.15 0.92
2 8 7.8 stable 1.07 0.93
6 22 6.2 stable 1.00 0.73

given in figure 1. The flow velocity behind the frozen normal shock, u2 f, was

simply calculated from (assuming the strong shock limit),

u2f Yf-l

where yf is the ratio of the frozen specific heats.

The second group of experiments used a square-inner-section shock tube of
3/4" internal width, with observation windows mounted flush with the shock tube
walls. A shadowgraph optical arrangement was sufficient to visualise both the I
shock and the mixing front. Streak photography was used to enable flow
visualisation up to 70 ps behind the shock. A slit focussed into the focal
plane of the recording camera allowed a spatial resolution of less than 0.5 mm.
Shock transit times were measured using pressure transducers, the closest
transducer to the observation windows being used to trigger the streak camera.
A cw He Ne laser was used as a light source, and an electronic shutter wasInecessary to ensure that the high intensity laser light illuminated the photo-
cathode of the streak camera for only a minimum duration. Two typical
streak-shadowgraphs are shown in figure 3. Invariably when what appears to be

Figure 3(a)

the mixing front, was observed to be separated from the shock as shown in
figure 3(a), the shock wave was found to be plane, while when the apparent
mixing front appeared to be not separated the shock was found to be badly
distorted as shown in figure 3(b). This suggests that buoyantly driven
mixing directly behind the shock may modify the shock strength causing it to



[1821 Houwuag et al.

Figure 3(b)

become distorted. Further we did not observe the bulged shock fronts of the
previous experiments.

From the shadowgraphs, the streak speed and shock velocity it was
possible to measure the separation distance A of the apparent mixing front
from the shock, while the test slug conditions, the values of R and L were
again calculated as previously. S was evaluated from equation (6). xm was
calculated from references 11 and 18 using the real gas properties of the
Ar/SF 6 test slug and employing the Sutherland viscosity law. Mirels 1 9

suggests than an appropriate Reynolds number per unit length for shock tube
flow is given by,

Re u 2  u1  2

- w u ] ..(6)

where vw is the kinetic viscosity measured at the wall. Hartunian, Russo and

Marrone (ref. 20) report that the highest boundary layer transition Reynold's
number, calculated from equation (6) and experimentally measured values of
t = Yt, is approximately 50 million. In the present work Re/.e is greater than
100 million/cm and we would expect t < 0.5 cm, consequently the assumption of
a turbulent boundary layer appears to be valid. The correlation of A with the
various parameters is shown in figure 4.

Square symbols correspond to the use of Argon as a driver gas while
triangular symbols indicate the use of Helium for the driver gas. The
symbols have been filled when the shock front was observed to be plane, but
unfilled when distorted. Error bars are approximately the size of the symbol.
The results presented were taken over a narrow range of shock Mach number
(6.1 <Mj <6.6) in order to see the consequences of varying the driver gas
conditions. The results show a poor correlation with the density ratio R, the
modified Levine's parameter and the predicted separation due to boundary
layer entrainment, although in the latter case agreement between the two
driver gas conditions is improved. It is emphasised that the assumption of
constant R could be important in determining the separation as predicted by
relaxation effects. The correlation with Reynolds number per centimetre as
defined by equation (6) is somewhat better than with the predicted separation
S, but the best correlations are obtained with parameters such as the
temperature ratio across the shock or the Ar/SF6 ratio which reflect the
thermodynamic properties of the mixture. Noticeable in this correlation is
the rapid decrease in the separation of the mixing front from the shock for
Ar/SF6 ratios less than 0.25. Further experiments are in progress to
investigate these effects.
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CONCLUSION AND REMARKS

The experimental work to date does not support the simple models of
Rayleigh-Taylor instability as presented here, although this may be due to
the assumption that the ratio R is constant through the relaxation region.
The theory is being modified to remove this restriction.

For the second series of experiments no shock distortions were observed
where the apparent mixing front was clearly separated from the shock wave,
and the separation distance reduced rapidly with increased concentrations of
SF6 in the test gas above a critical value. This is under further investiga-
tion and particularly experiments are proposed in which the driver gas density
is sufficiently high to reduce the tendency to instability at the contact
surface.
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MEASUREMENT AND CALCULATION OF SHOCK ATTENUATION

0 IN A CHANNEL WITH PERFORATED WALLS0
Wolfgang Merzkirch and Walter Erdmann

Institut fir Thermo- und Fluiddynamik

Ruhr-Universitdt, D-4630 Bochum, Germany

The velocity of a shock wave generated in an air/
air shock tube with perforated walls is measured
by means of an optical Doppler schlieren technique.
The attenuation of the shock is measured for per-
foration ratios varying between 0.1 and 0.5 and
over a length of about 40 channel heights. Various
numerical models are used to determine the shock
attenuation, and these results are compared with
the experimental data., I

INTRODUCTION

A shock wave propagating in a channel of constant cross section
and with perforated walls is continuously attenuated. The per-
foration causes a loss of the energy or momentum associated to
the motion of the shock wave in the channel. As a consequenceIthe shock velocity decreases with time or distance of propa-
gation. The velocity gradient depends on the initial shock
strength, expressed e.g. by the shock Mach number M, and on the
degree of perforation; i.e. the ratio of the open portion of thewall and the total wall surface. This process has been analyzed
by Wu and Ostrowski (ref.1) and by Szumowski (ref.2) who both
assume that the mentioned loss of momentum can be described with
the momentum flux in stationary gas jets which exhaust from the
channel through the perforation after the passage of the shock.
The interaction of the moving shock wave with the openings of the
perforation is not included in (refs. 1 and 2). As an alternate
approach, this interaction can be considered by repeatedly applying
one of the various models for the propagation of a shock through
a channel with a side-branch, the branches representing the indi-
vidual openings of the perforation. Three of these models (refs.
3-5) are tested here to predict the attenuation of the shock. The
gradient of the shock velocity is measured by applying the optical
Doppler-schlieren technique (ref.6) which may deliver the shock f
velocity with a high degree of local precision. The various
theoretical approaches are tested with these experiments for a
initial shock Mach number Mo = T..6 and for values of the perfora-
tion ratio 0.1 4 n 0.5.

EXPERIMENTAL PROCEDURE

a Experiments are performed in an air/air shock tube with rectangular
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cross section. The perforation consists of parallel, equidistant
slits, normal to the tube axis, in the ground and cover plate of
the rectangular channel (Figure 1), while the side plates, in the
test section, are made of glass so that the interaction of the
shock with the openings of the perforation can be photographed.

40,, 40 mm

model 1/mm s/mm viewing window

1 20.3 2.2 0.11
2 17.3 5.0 0.29
3 18.0 9.0 0.5

Figure 1: Geometry of the perforation in the ground and cover
plate of the shock tube, and definition of the per-
foration ratio n = s/l. I

Figure 2 is a series of 3 shadowgraphs taken at three different
instants of time and showing the shock pattern for the perforation
ratio n = 0.5. Despite the many reflections and refraction proces-
ses the front shock remains a relatively plane front. The initial
shock Mach number is M. = 1.6 in all experiments.

The length of the perforated part of the channel is 1 meter. The
shock velocity has been measured at various positions along the
channel axis (about every 5 cm) with the Doppler-schlieren techni-
que which has been described extensively in ref. 6. With this I
method the shock velocity is measured while the shock propagates
along a distance of only a fraction of a millimeter. Since only
one data point can be taken during one test run, a shock tube ex-
periment is repeated many times with the same initial conditions
but with different positions of the measurement in order to obtain
the decrease of shock velocity or shock Mach number along the per-
forated channel. The scatter in the experimental data points -
(Figure 3-5) must be explained with the low degree of reproduci- I
bility of the individual experiments. The experimental pattern
can be described with a regression curve of the exponential form

* y = a • exp(b'x); the constants a and b are determined by a least
square fit.

CALCULATION (* SHOCK e" "ENGTH

Two theoretica± ad4. a are used here to calculate the decrease of
the shock strenjch along the perforated portion of the channel.
The theory of Wu and Ostrowski (ref.1) attributes the decrease in
shock strength to the loss of momentum in form of gas jets ex-hausting through the openings of the Perforation. In evaluating
this theory equation (22) in ref. 1 which describes the contraction
ratio of the gas jet is replaced by equation (2.5) of ref. 7. The
numerical result is included in Figures 3 to 5.
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Figure 2: Series of 3 shadowgraphs showing the propagation of a
shock wave in a channel with the perforation ratio
n = o.5.The shock wave moves from left to right and is
refracted and reflected at each opening of the perfor-
ation.

Figure 2 shows that the shock wave undergoes a refraction process
in each individual opening of the perforation. This process is
equivalent to the propagation of a shock in a channel with a side-
branch. The latter case has been studied by several investigators, I
and various models are available to calculate the shock strengths
in such a configuration. The ?resent case can be analyzed by means
of these models if one assumes that the perforation can be repres-
ented by a series of side branches in the wall of the main channel.
The shock in the main channel which is attenuated after the inter-

action with the first side branch interacts with the second side
branch, etc. and this process is repeated for each slit of the
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shock perforation ratio .=011

Mach e experiments
number ref. 3 regression curve

1.5

,,ref 4

1.0- L I a I

0 10 20 30 40
non-dimensional axial distance x/I

Figure 3: Measured and calculated attenuation of the shock in the
perforated channel. Perforation ratio n = 0.11 (see
also Figure 1)

shock UI

Mach perforation ratio q = 0.29 experiments
number

Sc.- - regression curve

re . re

1.0 I I I0 10 20 30 40
non-dimensional axial distance x/I

Figure 4: same as Figure 3, a = 0.29. d c

shock ''''

Mach perforation ratio I 0.5 e
number * experiments

- -- regression curve
1.5 rf

!100 10 20 30 40
non-dimensional axial distance x/l

Figure 5: same as Figure 3, n = 0.5.I _ __ __
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used perforation geometry to determine the attenuation of the
shock wave in the perforated channel. Three of such branched-
tube-models(refs. 3 - 5)are applied here, the direction of the
branch is taken at 900 to the main channel axis, and the results
of these calculations are also included in Figures 3 to 5.

RESULTS

The numerical and the experimental investigations were restricted
to only one value of the initial shock Mach number, M0 = 1.6,
because the applied shock tube did not allow for a significant
variation of this number. The influence of the shock strength on
the results therefore has not been tested. The scatter in the ex-
perimental data has two main origins: The low degree of reprodu-
cibility has been mentioned above. The second error source is the
instantaneous interaction of the shock wave with the openings of
the perforation. The shock strength does not decrease smoothly,
it experiences rather abrupt changes due to the interactions with
reflected and secondary waves as can be seen in Figure 2. The
applied method for measuring the shock velocity delivers these
local values which might differ considerably from the average
value of the decreasing shock strength. It is therefore reason-
able to describe the experimental pattern with a regression curve
as it has been done in Figures 3 to 5.

The experimental results are described best by the slightly modi-
fied theory of Wu and Ostrowski (ref.1) and by the repeatedly
applied branched-tube model of ref. 3. The other two models
(refs. 4 and 5) predict a too rapid attenuation of the shock wave
in the perforated channel. The numerical results agree better with
the experiments for the lower values of the perforation ratio.
In the case of the higher perforation ratio (here: r = 0.5), the
wave interactions become dominant, and the numerical models with
their included averaging procedures might not adequately des-
cribe the real flow situation.

The branched-tube model of ref. 3 which delivers relatively goodI results is easy to handle because it expresses the shock Mach
number to be determined in form of an implicit analytical equa-L tion which is simple to evaluate. This model requires the exist-
ance of a one-dimensional perforation geometry as used in these
experiments (see Figure 2). If one wants to apply this model to
a different perforation geometry (e.g. holes in the channel wall
instead of slits), it is necessary to assume that such geometry,
in the calculation, can be replaced by its one-dimensional equi-
valent (i.e. the slit geometry) with the same value of the per-
foration ratio n. No tests have been performed, however, to
check the influence of the perforation geometry on the shockattenuation at constant values of n.
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HIGH-ENERGY AIR SHOCK STUDY

IN A STEEL PIPE*

H. D. Glenn, H. R. Kratz,** D. D. Keought and R. P. Swift

qLawrence Livermore National Laboratory

x ,'- "Livermore, California 94550

rmUoified Voitenko compressor was used to generate a
43 mm/ air shock in 20-mm-i.d. 6-m long steel pipe con-
taining ambient atmospheric air. Fiber-optic ports pro-

svided diaphragm burst time, time-of-arrival data and velo-
city of the shock front along the pipe. Pressure profilesAwere obtained at higher enthalpy shock propagation than
ever before and at many locations down the pipe. Between
0.10- and 5.0-m from the diaphragm the peak pressure behind
the shock front decayed from 3.5- to 0.008 GPa. Over thisIJ
same interval the % locity of the shock front attenuated
from- 4- to l-mm/ -s .Postshot measurements indicated I
0.34 Kg of entraini w41tl material condensed out on the
walls between 2.5 and 4.35 m from the diaphragm. The value
of 0.34 Kg is about an order of magnitude greater than
earlier ablation calculations predicted. The scouring
model is forwarded as a possible entrainment mechanism to

explain this discrepancy. The rapid attenuation of shock

velocity (43- to 5-mm/ps) over the first 2 m of propagation

is attributed to entrainment of wall material. Beyond 2-m
ablation is negligible with heat transfer and friction be-

coming the dominant attenuating factors.
*Work supported under contract DNA Subtask J24AAXIX955 and

auspices of U.S. Department of Energy by the Lawrence

Livermore National Laboratory under contract W-7405-ENG-48.
**Systems, Science and Software, LaJolla, CA 92037.
tSRI International, Menlo Park, CA 94025.

INTRODUCTION

For nearly a decade, theoretical studies have indicated that ablation of
wall material was the principal attenuation mechanism for high-velocity (> 10
mm/i s) air-shock propagation. 1- 3  This conclusion was primarily based on
agreement between calculational and experimental results for time-of-arrival
(TOA) of the shock front at specific locations in open pipes containing air

at ambient conditions. In the study1 using the Voitenko compressor,4

postshot inspection of the pipe wall clearly indicated that considerable ero-
sion of the surface had taken place. In the Marvel experiment, chemical
tracer sections were located in the wall of the Marvel tunnel at specific
sites to provide an estimate of ablation thickness. A final distribution of
the chemical tracers was obtained from core samples along the tunnel in a

sj :postshot drilling program. This final tracer distribution confirmed that
significant ablation or mass entrainment in the gas flow occurred.
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The term ablation, as related to high-energy flow, is generally confined
to the vaporization of wall material and subsequent addition of that
vaporized material to the gas flow. However, other processes exist by which
wall material may be entrained in the gas flow. For an open pipe in a
nuclear explosion the deposition of radiation (x or y rays, and thermal)
ahead of the shock front may vaporize wall material and/or produce a thin
melt layer. In addition, a thin melt layer may be produced by
high-temperature gases behind the shock front. Then turbulence behind the
shock front may scour off this -hin liquid layer and add mass to the flow in
the form of droplets. This scouring model was first postulated 5 to explain
the results of dynamic ablation measurements associated with plasma flow in a
line-of-sight pipe during a nuclear test.6  The scouring model has been
incorporated into a numerical code for simulating high-energy gas flow in
open pipes. 7  Other considerations for mass entrainment are irregularities
in the pipe wall or the wall composition that may result in sizeable wall
fragments being entrained in the gas flow. Which of these processes are
present depends upon the experiment being considered.

Although considerable evidence exists that ablation plays an important
role in the attenuation of high-energy gas flows, the principal uncertainty
concerns the rate at which ablation or wall material enters the flow and
affects conditions in and behind the shock front. The early computer
codesl, 2  and subsequent modified versions 7' 8  contain parameters to
quantify the rate of ablation. Unfortunately, these finite-difference codes
lack dynamic experimental data to determine whether the present formulations
accurately describe the physical processes of ablation. An accurate
measurement of the ablation rate would provide the most direct experimental
basis for evaluating the present theory. However, the estimated ablation
rate is so small 1 (<10 jim/lis) and the typical environment so severe (e.g.,
pressures >1 GPa, temperatures >1 eV, and wall motion > 0.1 umn/ ps) that
survival of a credible ablation rate measurement is extremely difficult.
Fortunately, other measurements are possible to aid in evaluating the
ablation rate and its subsequent effect on conditions behind the shock front.

In the following sections we describe an experiment using a modified9g 1 0

Voitenko compressor 4 to study air-shock propagation. Some of the hardware
and diagnostics coverage are coummon to an earlier experiment. 1 ,1 0 For
example, the high-explosives (HE) assembly, compressor section, and first
0.15m of the outlet pipe are identical within tight machine tolerances. The
detonated HE drives the stainless-steel plate into the chamber, compressing
the l.l-NPa air (initially in the chamber) to high pressures (>100 GPa),

densities (>1.0 Mg/m 3 ), and temperatures ( >10 eV) before the diaphragm
breaks. 1 ,11  The expansion of this compressed air down the exit pipe
generates a high-velocity ( Mach 130) air shock.

Fiber-optic ports in the outlet pipes transmit luminosity associated with
the high-energy air shock to display boards that are scanned by streaking
cameras. These optical records are then reduced to give TOA information
about air-shock propagation down the outlet pipes. Electronic sensors pro-
vide pressure profiles at many locations in this experiment. Figure 1 and
Table I summarize the physical features and diagnostics coverage of the
compressor-outlet pipe assembly. The optical diagnostics employed are
similar to previous air-shock I O and gas-jet3, I I studies but will be re-
viewed for details particular to this experiment.

OPTICAL AND ELECTRONIC DIAGNOSTIC COVERAGE

A framing camera (Model 189B) was focused on the first 0.20 m of the
steel outlet pipe to detect the location, duration and extent of possible
venting. Since a goal of this study will be to numerically simulate the cow-

, pressor generation of the air shock and pressure profile for some distance
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behind the shock front, a knowledge of venting is crucial. In a previous
air-shock study, 1 2 venting from the HE driver region was observed, but a
venting criterion was applied to the numerical simulation which helped to
explain the experimental results.

Twenty-one 1.80-m-long light pipes were emplaced along the outlet pipe
and divided between two display boards. One end of each light pipe in the
first 2.0 m of the outlet pipe was located in the first display board and
those beyond 2.0 m were located in the second board. The detonation of
bridge wires at predetermined times provided the optical fiducials to
correlate air-shock luminosity data for the streaking cameras. The two
streaking cameras (Models 132) and the framing camera (Model 189B) were
synchronized. No optical filters were used on any of the cameras.

The electronic diagnostics for this experiment consisted of three types
of pressure gages, Table 1. A total of 15 bar gages, 4 piezoresistance
gages, and 2 PCB quartz gages were installed. Gages similar in design to the
bar and PCB quartz gages have been used to measure pressures in other gas
flow experiments. 1 1 - 1f The bar gages 14 ,1 5 were the primary electronic
sensors. The other six gages were installed as an independent check of the
pressure profiles obtained with the bar gages. The piezoresistant gages were
specifically designed for this experiment. The primary difficulty in
obtaining measurements of the flow parameters is in retaining the integrity
of the sensor when subjected to high pressures, high temperatures, large
displacements, and strain effects.

16

EXPERIMENTAL RESULTS

To correlate the optical and electronic measurements, a common time
reference was provided by the electrical pulse that initiated detonation of
the plane-wave lens. The time interval between detonation of the plane-wave
lens and air shock breakage of the Mylar diaphragm was 58.1 p s. This time
was determined by using a light pipe oriented to view the center of the dia-
phragm. The above diaphragm breaking time is taken as the new zero time
reference for all experimental results in this test.

Optical Experimental Results

The framing camera (Model 189B) gave photographic evidence that no vent-
ing of high-energy gases in the outlet pipe occurred for the first 39.3 us
after breakage of the diaphragm. Although venting after this time would
undoubtedly reduce pressures well behind the shock front, it would have
negligible effect on propagation of the shock front.

Table 1 summarizes TOA results of the shock front for the fiber optics
and pressure sensors. The TOA values given for the fiber optics correspond
to the time that the first luminosity peak was recorded at each location.
The TOA values for the pressure sensors are the times at which the initial
rise for the first pressure peak is very steep. This time was chosen instead
of the peak pressure because the pressure sensors have two inherent effects
that tend to spread the risetimes and delay the peak. Figure 2 shows a TOA
plot for propagation of the shock front in the exit pipe. Differentiation of

L . the TOA curve yielded the velocity for the shock front as a function of dis-
tance down the outlet pipe as given in Fig. 3. After a short period of
acceleration the shock attains a maximum velocity of 43 un/ps at a distance
of :75 = from the diaphragm. Over approximately the first 2 m, ablation and
mass entrainment are consideredl 3 to be the principal attenuation mecha-

nisa. Over this distance the velocity has attenuated to less than 10 m/ a.
Beyond the 2.0 m distance the attenuation rate decreases, with the dominant
mechanism for attenuation being convective heat transfer and friction.

3 ,1 2

- -- . --
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Pressure Profiles

Figures 4-11 give pressure profiles for this experiment. The pressure
records for the bar gages beyond 2.0 m had high noise levels and/or a double
trigger of the scope trace. Other than the shock-front TOA value at 2.5 m,
no meaningful data reduction was considered feasible for the bar gages beyond
2.0 m. Peak pressures associated with the shock front decayed from 3.5 GPa
at 0.10 m to 0.008 GPa at 5.0 m from the diaphragm. The duration of the
experimentally measurable flow varies from 50 ps at 0.10 m (Fig. 4) to over
300 Ps at 5.0 m (Fig. 11). These two positions represent the only locations
the scope settings were such that the flow duration could be determined with
any certainty. The increase in the duration of the flow can be attributed
primarily to the delayed entrainment of wall material to the flow, resulting
in a relatively greater attenuation of the flow well behind the shock front.
Evidence for this effect is the attenuation of the 3.55 GPa (19 p s) peak at
0.10 m, to 1.48 GPa (38.6 ps) at 0.20 m, to 1.14 GPa (50.4 ps) at 0.30 m and
its final disappearance at 0.50 m. The gradual dispersion of the high-energy
flow has been observed in jet studies. 3 ,17  In those studies the delayed
entrainment of wall material was also identified as the primary attenuation
mechanism and a major contributor to dispersion.

The piezoresistance gage at 0.10 m suggests the possible presence of a
0.15 GPa precursor before the sharp rise to its 3.5 GPa peak value (Fig. 4).
Dispersion in the -bar gage will reduce the peak pressure and increase the
pulse width of the shock front in addition to masking fine structures such as
the precursor. Thus, the results for the piezoresistance and bar gages are
felt to be consistent at 0.10 m. The piezoresistance gage at 0.20 m failed

within I ps after shock arrival and at 1.00 m not even this datum was
obtained. Consequently, the only other location where a similar comparison
between these two gage types was at 0.50 m (Fig. 7). Only a hint of a
precursor was observed at this distance. The peak pressure appears high with
respect to the peak value for the bar gage, even though attenuation of thepeak caused by dispersion in the bar gage could be expected, considering the

narrow pulse width for the piezoresistance gage. The poor agreement between
pressure profiles of the shock front at the 0.50 m is the largest disparity
between any gage results at the same axial distance for this experiment.

The large pressure oscillations observed result from axial and radial
oscillations of the flow that are induced by an early diaphragm break and I
radial convergence of the driver gas in the compressor section. 1  The
fact these oscillations appear to persist for a substantial distance is
confirmed by the pressure profiles obtained with the PCB and bar gages at 2.0
m (Fig. 10). Both gages at 2.0 m give close agreement, in TOA and amplitude,
for the first two large pressure peaks. It is not known whether the follow-
ing two oscillations for the bar gage are factual or a gage related problem.
Over all, the pressure profiles are felt to be in good agreement for the
duration of the bar gage record. The PCB gage indicates that a flow pressure
of Z15 MPa exists well beyond the 55-60 ls measurement duration of the bar
gage record. A more complete record of the duration of the flow is provided
by the PCB gage at 5.0 m (Fig. 11). At this distance the rapid oscillations
appear to have damped out. Yet the profile is far from that of a classical
shock wave, since substantially larger pressures occur well behind the shock
front. In addition to damping of the oscillations, a plot of peak pressure
in the shock front vs axial distance (Fig. 12) reveals a significant differ-
ence. Between 0.10 and 2.0 m the shock-front pressure is fairly well bounded
by the two expressions shown in Fig. 12. Extrapolation to 5.0 m would pre-
dict a shock-front pressure of approximately an order of magnitude lower than
measured. The higher pressures at 5.0 m were partially expected since it has
been shown 1 2 that for shock velocities below 10 rm/p. ablation ceases, with
only heat transfer and friction remaining as the principal attenuation

* mechanism.
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Radial Expansion

In this and earlier 3'1 0' 1 1 experiments the compressor section and first
0.15 m of outlet pipe were machined from a single piece of steel stock. This
requirement was imposed1 0 to eliminate venting of high-energy gases follow-
ing diaphragm breakage. The impulse delivered to the compressor by the HE
and the high-energy gas flow in the outlet pipe have always been sufficient
to highly fragment both the compressor section and first 0.15 m of outlet
pipe. In this experiment the remaining 5.85 m of outlet pipe was recovered
intact and postshot measurements of the bore diameter were obtained as a
function of axial distance from the diaphragm. Results from those measure-
ments are plotted in Fig. 13, showing radial expansion occurred over the
first 2.5 m of the outlet pipe. High pressures behind the shock front were
the principal factors producing the radial displacement. The other minor
contributor is the removal of wall material via ablation and scouring. 5 The
HE transferred significant axial momentum to the first 0.15 m of the outlet
pipe, causing it to impact the front end of the 5.85 m section, resulting in
flaring of that end of the surviving section. Consequently, measurements of
bore diameter over the first 0.05-0.10 m of the surviving section would par-

tially have to be discounted because of the impact and flair effect.

Condensation

Post-shot measurements 2 and physical observations of wall sections1

showing the erosional effects of mass entrainment have been documented. The
entrainment of mass from the wall contributes to attenuation and cooling of
high-energy gases. As this flow propagates, interaction with the cold wall
and other energy losses can be expected to further cool the flow. When the
flow temperature drops sufficiently, condensation of the entrained wall
material will occur. Figure 14 shows a plot of condensation thickness vs
axial distance from the diaphragm. Integrating these results indicated that
the total entrained mass condensed out over the distance shown was z0.34 kg.

In an earlier report1 8 MJ of energy was calculated to be imparted to

the chamber air that exited down the outlet pipe. The value 0.34 kg is more
than an order of magnitude larger than those calculations predicted to be en-
trained in the 0.029 kg of driver and driven gas for that experiment. How-
ever, those calculations extended to only 56 us following the diaphragm break

and were for an outlet pipe of 21.4 m in length. As a basis for analysis,
let us accept 8 MJ as reasonable and assume that all of the chamber air I
exited down the outlet pipe. The following two options may explain the 0.34

kg of condensed wall material, since the initial experimental conditions and
shock TOA results for the earlier experiment10 are not that different fcr
the first 1.4 m of air shock propagation.

The first option is that the entire 0.34 kg of condensed wall material

was vaporized and entrained in the driver (chamber air) and shocked air in
the outlet pipe. If only a few grams were entrained in the shocked air and
the major fraction was entrained well behind the contact surface, then atten-
uation effects on propagation of the shock front would be greatly reduced.
Approximately 4.25 MJ, 53% of energy in the flow, would be required to vapor-

, ize 0.34 kg of steel assuming a specific energy of vaporization (Ev ) of
12.4 NJ/kg.l Of the remaining 47%, 114% was calculatedl to be lost by
the gas doing work on the pipe. The value of 14% was based on a pipe length

of 1.4 m and flow time of 56 Va. Figure 13 shows that expansion occurred for
a distance of 2.5 m indicating that the 142 value is very conservative.

Thus, less than 332 (2.6 NJ) remains in the flow to be partitioned between
internal and kinetic energy. Experimental results at 2.0 m for the pressure

profiles (Fig. 10) and gross estimates for flow velocities provide estimates[
for total energy in the flow that are consistent with the 33% value.
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The second option is to introduce some latitude to the figures by reduc-
ing the energy necessary for mass entrainment in the flow. This can be done
by assuming that a melt layer develops which becomes entrained in the flow
and is carried along in the form of droplets. This entrainment mechanism,

known as "scouring," was first postulated 5 to account for large dynamic
ablation rates6 that normal ablation models could not explain. The scour-
ing concept is not a substitute for ablation, but is an additional mechanism

of mass entrainment. Scouring may be the dominant entrainment mechanism well
behind the shock front where temperatures and specific energies per unit mass
in the flow are much lower. Appreciable scouring may occur late in time when

HE gases act as a carrier for the droplets.

Numerical simulation of the compressor operation1 8 suggests that more
than half the air may be trapped in the chamber and may not flow down the

outlet pipe. Although those calculations terminated at 10 us following the
diaphragm break, the predictions were in reasonable agreement with the first
two peaks of the pressure profile recorded at 0.10 m. If such a reduction in
driver gas is realistic, then significantly less energy than 8 NJ can be
expected to be contained in the pipe flow. To explain the 0.34 kg of con-
densed wall material would require a reduced energy entrainment mechanism for

a major portion of the flow. The scouring option is one possible mechanism.

For a more detailed discussion of the diagnostics and experimental results
than is presented in this paper the reader is referred to Ref. 19.
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Table 1. Diagnostics used and air shock time-of-arrival (TOA) data.

Axial Fiber Optics Bar Gage SRI and LLL
Distance TOA TOA gage TOA

W Diagnostics a (s) (ps) (Ps)

0. F 0.0
0.02 F 1.2
0.05 F 2.1
0.10 F, B, PM 3.26 3.5 4.0
0.20 F, B, PM 5.9 6.7 6.35

0.30 F, B 8.5 9.1
0.40 F 11.6
0.50 F, B, PY 14.4 15.0 16.0
0.75 F 22.6
1.00 F, B, PY 31.7 32.3 31.8
1.25 F 43.3
1.50 F, B 5.8 57.3
1.75 F 77.5
2.00 F, B, P 103.8 104.5 104.0
2.50 F, B 183.0 185.3
3.00 F, B 295.0
3.50 F, B 448.0

, 4.00 F, B 611.0
4.50 F, B
5.00 F, B, P 1045.
5.50 F, B
6.00 B

aF = fiber optics; B - bar gage (SSS); PM = pressure-manganin (SRI);

PY = pressure-ytterbium (SRI); P = LLL 80,000 psi PCB gage 109A (D).
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Transient base flow phenomena following shock-wave passage
over plane bluff bodies were studied in a shock tube using
interferometric and schlieren techniques. Two model shapes

the profile of the Galileo probe. The latter differs from
the former aerodynamically in that its forebody flow con-
sists of a weaker expansion than that of the half-circular
cylinder, and that the presence of its afterbody provides
some boat tailing effects. Both factors result in a higher
base pressure for the probe model. The purposes of the pre-
sent study are two fold: (1) to understand the physics of
transition from transient to steady state base flow; and

(2) to provide code verification for a computer study with
the Illiac IV. The transient base flow interactions inclu-
ded a series of shock diffraction, regular and Mach reflec-
tions coupled with boundary layer development, separation
and recompression. Underlying these major features are
the generation and subsequent transport of vorticity. The
Reynolds and Mach numbers enter as scaling factors and thus
contribute to configuring the near-wake geometry which is,
in turn, related to the base pressure. Quantitative verifi-
cation of the computer code included comparisons of trans-
ient pressure and density fields, near-wake geometries and
bow shock stand-off distances. Validity and predictive
power of the computer outputs were found to be satisfactory.

INTRODUCTION

Supersonic base flow behind bluff bodies is a much-studied phenomenon
(Refs. 1-3) which Includes viscous and turbulent flow interactions in the pre-
sence of a complex fluid pressure configuration. Extension of existing limited
knowledge to the base and wake flows associated with the Galileo Probe as it
penetrates the Jovian atmosphere (Ref. 4) introduces still further problems

stemming especially from radiative heat transfer and massive ablation. Suit-
able scaling parameters which serve as guides for experiments cannot be

S *Supported i part by NASA Grait 2-10
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formulated in any straightforward way. Partly for these reasons a major empha-
sis of current research consists of advanced computer simulation programs be-
ing developed at the NASA-Ames Research Center and other laboratories as well.
A goal of the experiments described here was to obtain data for purposes of
code verification.

The present study deals with the transient base-flow processes generated
by the passage of a strong shock wave over two-dimensional bluff bodies. It
includes the asymptotic approach to steady state. Measurement methods were
nonintrusive and included both the interferometric and schlieren techniques.
The observations and results not only shed light on the relative importance and
interrelation of major physical parameters, but the use of a nonsteady flow
field also provides a more vigorous verification of the computational formula-
tion in which time is used as an independent parameter again with an asymptotic
approach to steady-state. The present paper deals both with a description and
assessment of the experimental findings, as well as a comparison with predic-
tions of the numerical code.

EXPERIMENTAL METHOD

The experiments were conducted in a 5cm x 5cm inner cross-section cold
helium-driven shock tube. In addition to generating the transient flow
patterns desired, the shock tube flow provides some thermal simulation for
outer planet entry flows where the heating rate is an important scaling factor.
The stagnation enthalpy level of the "free stream conditions" behind the inci-
dent shock is of the order of 4 MJ/Kg, much higher than the 0.6 MJ/Kg in typi-
cal wind tunnels and the 1 MJ/Kg in free flight tests.

Photographic data are taken with Mach-Zehnder interferometry and schlieren
arrangements which make use of a capacitor-charged spark light source triggered
through a variable delay circuit. Platinum thin-film heat gauges mounted at
the test section measure the incident shock speeds from which free stream
equilibrium conditions are deduced. At the benchmark test conditions with ni-
trogen as the test gas, these conditions are:

P 1 30 torr; P4 = 1,000 psi; Ms - 5.70; H2 = MW - 1.836;

Re, - 4.4 x 104

where the partial vibrational excitation of N2 in the test region has been
taken into consideration.

Plane bluff bodies of two different profile shapes are used as test
models. One is a half-circular cylinder (herein called the 'half-cylinder'),
which represents the geometrically (though not aerodynamically) simplest case.
The other is a model with the profile shape of the Galileo probe (Fig. 3).
The latter differs aerodynamically from the former in that its forebody flow
is less rotational and consists of a weaker expansion around the shoulder than
that of the half-cylinder; and the presence of its afterbody gives rise to some
boat-tailing effects. As will be discussed in the next section, both factors
contribute to a higher base pressure for the probe model, which is about 5%
(about 2% for the half-cylinder) of its front stagnation point pressure.

Quantitative density field data are converted directly from fringe-shift
measurements of the 2D interferograms. Then, with the help of appropriate
assumptions regarding the temperature, the pressure level on the body surface
and the wake axis can be deduced. The schlieren records complement the inter-
ferograms in flow visualization, and are able to reveal rather unique details
of the transient interactions of the wave fronts in the wake. Such semi-
quantitative results include me.-urements of several macroscopic features and
geometric properties which provide additional data for ccmparison with the

.... numerical results.

~'~"~ir____ ___I
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EXPERIMENTAL RESULTS AND ASSESSMENT OF THE TRANSIENT BASE INTERACTIONS

Figures la, b and c are the schlieren records of two typical transient
and the asymptotic steady state base flow fields for the half-cylinder, res-
pectively. The complexity of the transient interactions is immediately
apparent. In what follows, we highlight a few of the more interesting pro-
cesses and focus on the physical insight derived from the discussion about
them. We shall base our discussion primarily on the half-cylinder model.

When the incident shock front first hits the body it reflects from the
surface first in a regular and then in a Mach reflection. The reflected shock
then stabilizes to become the bow shock around the forebody in the steady
state. When the Mach stem of this triple shock configuration reaches the 900
corner, it veers away from the body in very much a separation-like manner as
is the case with the onset of the Mach reflection. Since the initial process
is self-similar with no length scales involved, the locus of the triple point
Z is a straight line (Fig. 2a). The contact surface marked C.S.l which evolves
directly out of the original contact surface trailing behind the Mach stem,
also remains remarkably straight except for its lower portion which is bent
backwards due to the streamlines turning inward to "feed" the diffracting shock
SI11 . Note also that the so-called "compression band" C indicated on Fig. 2a
is an inherent feature of the shock diffraction process, resulting from the
reflection of the shoulder expansion waves from the shock front. It turns out
that this compression zone plays the key role in the formation of the most
striking features in the flow establishment process -- the strong vortex
pairs -- as discussed below.

As we trace the further development of the diffracting shock, the latter

eventually collides at the central axis with its counterpart from the other
side of the symmetrical flow field. Another regular reflection ensues, this
time of two equal cylindrical shocks. The downstream point of reflection also

develo's into yet another Mach reflection (Fig. 2b) later on. Thus, two and
then three more zones are added to the already complex flowfield. Gases in
regions 5, 6 and 7 separated by C.S.l and C.S.2 are in order of decreasing
density, as they have been processed by 3, 2 or 1 shocks respectively. Close
to the body in region 5a, that part of the reflecting cylindrical shock which
passes through the shear layer and attaches itself eventually to the separa-

tion point of the shear layer at the shoulder, becoming a weak secondary lip
shock. Between regions 5a and 5b is found the 'neck' or recompression zone, I
where the reflecting shock coalesces with the compression band C to form an
even stronger compression wave. The latter straightens out later on to become
the trailing recompression shock in the steady state configuration.

Now, a fluid particle in the shear layer carries with it a certain amount
of vorticity. As it negotiates the adverse pressure gradient of the recom-
pression zone just mentioned, its vorticity concentration will be increased
suddenly. Such behavior is predictable if we consider the RHS terms of the
vorticity equation written out for the case of 2D flow with constant viscosity:

Dt = div u + grad (-) x diva + V V V (1)

where the symbols have their usual meanings and a is the total stress tensor.
Such a process of vorticity concentration is believed to be responsible for the !
sudden appearance of the big curled-up vortices Vl and V2 in Fig. 2b.

A further insight can be gained from consideration of the global evolu-
tion of the vorticity field. As the incident shock passes over the model and
the flow is instantaneously started, the forebody surface can be viewed basic-
ally as a vorticity generator. Part of this vorticity generated is 'fed' by
diffusion through the shear layer, into the recirculating core and then into
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the back face of the half-cylinder. The latter is a vorticity sink, i.e., a
source of negative sign in relation to the forebody surface. Before reaching
steady state, some entrained mass in the shear layer is also turned back at the
neck and fed into the growing recirculating core -- mass which carries vortic-
ity with it. In other words, vorticity is being transported from the front
surface to the back surface by both diffusion and convection in the transient
state and mainly by diffusion in the steady state. The rest of the vorticity
generated is convected downstream through the neck and recompression shock.
In the transient phase such transport feeds the vortex pair VI, and in the
asymptotic state it contributes to the ever-extending inner viscous wake ad
infinitum.

One more perspective is yet possible if we trace the vorticity "content"
of a fluid element as it traveled its course from the bow shock to the wake.
First, let us rewrite eqn. 1 for the 2D case with p = 0

D" + Q div l p dP ff 0 (2)-Dy i u - dx

where for simplicity we have assumed that the pressure gradient is only in the

x-direction.

Write out also the equation for the mass flux under similar assumptions:

(Pu)Dt + (pu)" div u + -P 0 (3)

By comparing equations (2) and (3), we recall that fl is analogous t,°.
pu , the mass flux, in that they are govIrned by similar ransport equat 4,11s.
(Note that adding the viscosity term vV Q2 to (2) and pV u to (3) does not/! affect the analogy.)

In the study of ID supersonic flow such as that in a Laval .ozzle, we
visualize a tube within which

I puA = const. (4)

Thus, here we can also visualize a hypothetical "vorticity tube" within which

=lA* = const. (5)

Thus a narrowing of the "tube" results in an increase of 11 and vice versa.

The question arises as to what constitutes a "wall" for the vorticity
tube. It should be the boundary at which vorticity tends to zero and within
which the vorticity of the flow is confined. The outer edge of a boundary
layer would be such a line, and so would be lines of symmetry of velocity pro- I
files. A solid surface, however, would not be a vorticity tube boundary but
rather a line source. of vorticity analogous to a porous wall with blowing or

suction in the case of mass flow in a real tube.

Figure 3 is another schematic of the flow field around the Galileo probe
model. The dotted line is the "system boundary" of a control volume through
which a fluid element of the "entrained mass" will pass. It can be chosen to I
coincide approximately with the wall of a vorticity tube except that stations
4-5 and 7 must be considered "porous walls" through which vorticity diffuses.
As the fluid element proceeds along the vorticity tube, each numbered station
locates a physical influence by which the fluid element is "processed", affect-~Ing in particular its vorticity content. Any process that "stretches" a
"elocity profile or thins the shear layer results in an accompanying narrowing
of the vorticity tube. Furthermore, a lower Re. means a thickening of the
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shear layer and vorticity tube width, and that results in a wider neck. This
is indeed what was observed.

Now, a thinning of the shear layer results in an increase of the viscous
stress exerted by it on the core. The mass entrainment or scavenging of stag-
nant fluid from the core, i.e., (m)scav is thus increased as well. Recalling
a useful concept proposed by Chapman (Ref. 5) as summarized in Fig. 4, we
view formation of the steady core as a balance between (1)scav and (A)rev
where (m)rev is the mass flow rate of the reversed flow in the core.
The former is proportional to peUe as well as to Zmix; while (mi)rev is pro-
portional to Pn - Pb • Now p eu and 2mix are both large if the base
pressure Pb/Pn is higher. Thus (m)scav and (m)rev follow opposite
trends and their intersection on Fig. 4b represents the equilibrium point.
Increasing Q at the inner edge of the shear layer shifts the fscav curve
up and results in a lower Pb , a shorter tmix and a larger shear layer
angle e .

Hence, the effects of increasing M_ , of increasing Re. , of the re-
placing of a straight wedge forebody with a circular forebody, and of the re-
moval of boat-tailing are qualitatively equivalent. They all increase the vor-
ticity concentration of the free shear layer. (Increasing M_ is equivalent
to inreasing the rate of vorticity generation.) Note that all these arguments
are for the low supersonic range (1 < M,,<5) and moderate Reynolds number
(Re- < 106). For hypersonic flow and in a higher Reynolds number range, new
mechanisms set in which can reverse the way in which the parameters influence
the phenomena (see data in Ref. 2).

VERIFICATION OF THE NUMERICAL CODE

The objectives of this code verification are fivefold; namely, to evaluate I
1. the accuracy of the transient solutions vs. the asymptotic state results;

2. the global satisfaction of the governing equations -- the "macroscopic"
features;

3. the fine resolution -- the "microscopic" details, e.g., vortex formation;

4. the variation of flow geometries with parameters, hence, the code's pre-
dictive power for engineering purposes; and,

5. the actual values of the thermodynamic variables - a test of the fitness
of the physical modeling, e.g., the validity of the ideal gas equations,

state equations, heat transfer, and viscosity/turbulence model, etc.

The computer code used for this study was developed by Wray (Ref. 6) at
NASA-Ames Research Center and is one of the few modern entire flow-field numer-
ical codes that are considered fully developed and operational. The code is
flexible in its capability to accommodate reasonably simple body shapes of ar-
bitrary geometry, and in its ability to handle both 2D and axisymmetric cases
with or without a sting. The ranges of Mach and Reynolds numbers for which it

is most suited also overlap with those of the present experimental setup. The
code solves the full Navier-Stokes equations without making any simplifications
of the equations such as thin layer approximations, and is thus equally valid
in all regions of the flow field. It is, therefore, superior for base flow
calculations where many different flow regimes are involved and is superior ini
its versatility as no fundamental changes are necessary from problem to problem.

Figure 5 shows comparisons of some of the transient geometrical properties
of the flow configuration obtained from calculation and experiment, respect-
ively. The bow shock stand-off distance is an extremely sensitive function of
the flow Mach number at the low supersonic ranges. The agreement for the half-

cylinder case is thus very good. However, at early to intermediate times the
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experimental values for 5 are higher than the numerical ones because the

degree of vibrational excitation in the real gas flow behind the incident

shock has not reached equilibrium. I.e., the instantaneous value of the

specific heat ratio y is higher than the steady-state value, y(t) > Yss
M. (t) < M.,ss , and 6(t) > 6ss . Furthermore, the transient numerical

results show that even for values of the nondimensional time T' > 25 , when

the wake features have more or less reached steady state, the bow shock stand-

off distance is still growing, but very slowly. This means that for our avail-
able test time in the shock tube, the flow has not quite reached steady state
for the entire flow field even though the wake features seem to have stabil-
ized. On the same figure, the discrepancy of the curve for the probe model
reflects the sensitivity of 6 to changes in the forebody shape. The cause
of discrepancy may be due to the basic difference in overall forebody shape,
or it may be due to inaccuracy in machining the nose radius of the probe

model.

The somewhat poorer agreement between computation and experiment in the
wake neck geometry is again attributable to real gas effects, a variable y
The flow in the neck has gone through a strong expansion and then recompress-
ion, and the level of vibrational excitation for the gas can be expected to
vary to a non-negligible extent from point to point away from the constant
free stream equilibrium value assumed for the calculations (y = 1.354). The
computer code used is capable of accounting for a variable y in equilibrium
without dissociation (but not for nonequilibrium), i.e., due to changes in

temperature, and effort is currently underway to adopt this feature into the

program.

Figure 6 shows comparisons of the transient density development along the

body surface and the wake axis. We note that the overall macroscopic level of

the density compares very well. The agreement carries through to the steady

state and is true also for the pressure distribution (Fig. 7) thus testifying

ito the basic validity of the code and the governing equations employed (equa-
tion of state, Sutherland's formula for viscosity, etc.). It also proves the

correctness of the temperature assumptions in reducing the experimental data

I (i.e., isentropic for forebody and base surface, and T = Tstag for wake axis)
to pressure curves. We also see two major discrepancies. Firstly, in local-
ized regions of sharp changes in density gradients (i.e., large second deriva-
tives), especially those that involve a sign reversal of the gradient such as

on the back of the half-cylinder, numerical calculations exhibit much over-

shoot/undershoot in the distribution curves as compared to experimental values.
Such disagreement is readily understandable from two facts. Firstly, since no
mathematically sharp corner exists in reality, localized discontinuities are
always smeared out. Also, the resolution of optical measurements and the
manual conversion of photographic data to numerical data tend to smooth out
very sharp gradients. On the contrary, such localized disturbances are often

exemplified or even amplified in finite difference computations whether they
are real or, as is more likely, stem from truncation errors. I

The second discrepancy is that the computational results fail to reveal
some transient features of intermediate to small size that are easily disting-
uishable on the photographic records, in particular the big vortex pairs in the
transient phase. These vortices, despite their significant size, can be con-
sidered 'microscopic' features of the transient flow field and, as previously

discussed, trace their origin to the singular point or line sources of vor- I
ticity which have been greatly amplified by the physical flow processes. The
incapability of the numerical scheme to model such microscopic developments

having an infinitesimal origin and their subsequent amplification is typical of
finite difference approximations. For instead of a continuum, grid cells of a
finite size are used, and local averaging and artificial stabilizing schemes
are a necessary part of the mathematical discretization model.
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The representative density gradient computer map shown in Fig. 8 confirms
the remarks just made. The prominent vortices visible in the schlieren re-
cords fail to show up in the computational results, though the steady state
features such as the bow shock and trailing shock as well as the shear layer
are well-modeled. The very weak lip shocks are also absent from the computa-
tional results, pointing to the incapability of the numerical code to resolve
small localized changes in the thickness of the boundary layer which are be-
lieved to be responsible for the formation of the lip shocks. If spatial
resolution of the computer code is improved by decreasing the size of the grid
cells, or the runs are made at lower Reynolds numbers with correspondingly
thicker boundary layers, the lip shock (which has a finite magnitude) may
eventually show up in the computational results, although the vortices (which
has an infinitesimal origin) still may not.

Finally, we note that in the

wake the numerical values of den-
sity are consistently higher than
the experimental ones;i.e.,there
is less mass entrainment from the
core. Again, this is evidently
due to a lower real gas value for
the specific heat ratio y in the

S .base region than the constant
value assumed for computation,
which results in a larger Mw and

XII , hence density. The calculatedX/R*

Fig. 8. Typical computer density gradient map pressure on the wake axis, how-

ever, is lower than that deduced experimentally by assuming T = Tstag, reflect-
ing the fact that the actual wake axis temperature is somewhat lower than the
latter. This situation is only reasonable since heat must have been conducted
away from the stagnation streamline whose enthalpy level is correspondingly
lowered.

SUMMARY AND CONCLUSIONS

The photographic data obtained in the experimental part of this study
shows that the transient base flow establishment process is a complex one in-
volving multiple wave interactions. The influence of all major physical and
geometrical parameters on the base and neck pressures, however, can be under-

stood qualitatively in the light of vorticity generation and transport. Though
the present studies were done with 2D models to obtain better sensitivity in
the optical studies, tests with axisymmetric models can be similarly carried
out, preferably with larger shock tubes.

The experimental data also confirm the basic soundness of Wray's code for
supersonic flows. Both its global validity in satisfying the governing equa-
tions and its time-accuracy have been demonstrated. Some microscopic features
fail to be resolved and some unwarranted localized numerical fluctuations are

tpresent; they are, however, of secondary significance for engineering purposes.
Furthermore, the insight gained from analysis of the transient phenomena en-
ables us to extend the numerical simulation with more confidence to regimes of

* high Mach number flows, ones that are closer to the actual outer planet entry
flight conditions.
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AMPLIFICATION OF NON-LINEAR STANDING WAVES

IN A CYLINDRICAL CAVITY WITH VARYING CROSS SECTION

E. Brocher and M. Elaouazi

I Institut de M~canique des Fluides

~Universit6 d'Aix-Marseille II, Marseille, France

. '.. The possibility of amplifying non linear standing waves in a
cylindrical cavity, closed at onc end, with a sudden change in
cross section is studied both theoretically and experimentally.

The oscillations are driven by a jet directed towards the open end
of the cavity. A simplified wave diagram is constructed which
provides a scheme to find the amplification ratio r at large
amplitude. In the limiting case of strong shocks, 7 is found

to be (D1/D 2 ) 2 , where K. - 0.4 for = 1.4. Agreement bet-
ween theoretical and experimental values of 7 is good.
A pressure amplitude as high as 28 bars at the cavity end wall
has been recorded when the oscillations are driven by an air
jet at Mach 2 and with DID 2 = 6.

1. INTRODUCTION

1,2
At two previous symposia 1

, we have shown the possibilities offered
by a new configuration of the Hartmann-Sprenger tube (in short : H.S.-tube),

the "needle" generator. This device enables one to obtain oscillations of
optimal amplitude in a cavity driven by a jet, both in the subsonic and in

the supersonic regime. For a cylindrical cavity of constant cross section,

the amplitude of the pressure oscillations is approximately equal to 2yM. p a
where y represents the specific heat ratio, M. the Mach number of the dri- a
ving jet and p a the ambient pressure. For somi applications, it is necessary
to increase this amplitude by using cavities of varying cross section. This'has previously been done with conical, trapezoidal or stepped cavities 3 ,4,5.
Here, a new configuration is considered, as shown in Fig. 1.

3- 02

Fig. l. H.S. tube with sudden constriction

A possible operating mode of the device is one in which the 2 cavities
are "tuned", cavity I resonating at a quarter wave-length and cavity II at half
wave-length.

The purpose of the present paper is to study both theoretically and ex- 1
perimentally the amplification of the waves due to the change in cross sectio-
nal area.

[2091
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2. THEORY

2.1. Linear theory

By making the usual linear acoustic approximation, the propagating wa-
ves in cavity I and II are respectively of the form

I Aeikz B- ikz

II

P C ikz -ikz (2)

where z represents the axial coordinate, measured from the step in cross
section, and A,B,C,D are constants determined from the boundary conditions.
This case has been treated in detail by Elaouazi6 . It is found that two possi-
ble modes exist. The Ist one, with k21 = ir/2, leads to an amplification ratio-1

of the pressure equal to s s1 = S /S ). The 2nd one, with

2 12 2 1
kki = arctg (1/1 + 2 s12)172, gives an amplification ratio equal to (l+s 12/s 12'

2.2. Nonlinear theory

When the oscillations are driven by a high speed jet, the pressure
amplitude is very important (several bars). It would therefore be useless to
start from the acoustic theory, taking higher order terms into account. It is
much better to use a simplified wave diagram and the velocity/speed of sound
diagram , as was done with success for cylindrical cavities with constant
area 7 . Among other things, this approach enables one to show the existence of
a limit cycle for the oscillations and to get a good estimate of the pressure
amplitude. For the configuration studied in the present paper, a possible
simplified, limit cycle is drawn on Fig. 2 for the case Z2 

= 2 1i The shock
wave produced by the penetration of the exciting jet in the cavity is reflec-
ted at the junction. The reflected shock wave moves towards the cavity mouth
and is reflected as an expansion wave which in turn is reflected at the junc-
tion. The reflected expansion wave moves towards the cavity mouth and as it
arrives there a shock wave is produced by the driving jet and a new cycle
begins. From these considerations, it can be said that the wave motion in
the upstream cavity is essentially the same as in a conventionnal H.S.-tube

of length £ . In the downstream cavity, a shock wave (which originates from
the inciden shock wave of the upstream cavity in the starting process) moves
towards the end wall and is reflected as a shock wave.This reflected shock
wave moves towards the junction and arrives there at the same time as the inci-
dent shock wave of the upstream cavity does. These two shocks collide and are
reflected as shocks.With this possible mode, the junction represents a velo-
city node and acts like a wall. In the downstream cavity therefore, the waves
do not change sign at both ends. This implies that expansion waves should
occur between shocks to reduce the pressure between the passage of the shocks.
These expansion waves are drawn in the diagram with half-a-period phase shift
relative to the shocks. The dotted lines indicate the particle motion and the
various fields are numbered. T.e corresponding velocity/sound-speed diagram
for the downstream cavity is shown on Fig. 3.

To study the neighbourhood of the junction jn more det fl, the cross
section is supposed to vary continuously from area S to area S over a dis-
tance short compared to the wave length. The wave diagram in this area is
sketched in Fig. 4.
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A 6
62tI  near the junto

32Q

A

in the middle

IA

42 22 V

Fig. 2. Simplified wave diagram Fig.3. Gas velocity/speed of sound i

i.s.w. :incident shock wave diagram for the downstream
r.s.w.: reflected shock wave cavity.

102u

: expansion waves U =- a- A - -

...:particle displacement 2 aa

u = gas velocity
a = speed of sound
a -- reference speed of sound
0

The incident shock of the upstream cavity is accelerated by the constriction
so that its Mach number increases until it collides with the shock coming

S from the downstream cavity. The Mach number of this latter shock decreases as
p it moves through a larger area. Let us denote the flow conditions at the junc-

tion by an asterisk . If we require the gas velocity to be zero after the
collision of the 2 shocks at the junction, the pressures behind the incident
and reflected shocks should be equal, that is

SpI p* and p* = p* (

1 2 1 2

The Mach number M* and M* of the colliding shocks should then be equal too.

so tha it2ahnme nrae ni tclie ihtesokcmn
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For strong shocks, the evolution
of M in a duct of varying cross

C8section is given by Chester8 as

M % D - K  ( 4 ) 
2

cLLi

where

Y(Y-l-l
1/2I -

Z -- 2 2 (Y-1) } I L wl

with K 0.4 for y =1.4. 2

Using Eq.(3) and (4) it is easily
shown that

Mc2  D1 K.
°

__ = (-) (5)
c 2 Fig. 4. Wave diagram at the junction

where M and M represent the shock Mach number in cavities I and II, away

from the junction. With the help of various relations for strong shocks, we9eventually get for the pressure amplification ratio

P'6 -p 3 2_(IK IKo
ITD 12O (6)
P51 11  2 12

I or 1 0.4

T -= 1-) for Y = 1.4.

It is observed that the theoretical amplification ratio is substantially smaller
for high amplitude than for small amplitude waves. (See paragraph 2.1)

3. EXPERIMENTS

3.1. Experimental set-up

The experimental set-up consisted of a nozzle, with a needle mounted on
its axis, facing a cavity with a change in cross section (Fig. 5). The length
2 of the downstream cavity could be changed, so as to vary the parameter

The following dimensions were used in the experiments

D, 18 mm (same as nozzle exit diameter)
D 2= 9 mmn, 6 -, 3 mm
'2 80 mm
9 2 0 80 to 170 mm

a = 0°, 150. 300, 450 (see Fig. 4)
* For the rurswith a supersonic exciting jet, the needle was shaped so as to

form a converging-diverging nozzle and so as to get a correctly expanded jet.
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M

AN Ci CIL

J

0

Fig. 5. Experimental set-up

A pressured air supply ; M : manometer ; N nozzle
0 optical bench ; C: upstream cavity ; CI downstream cavity

J joining section

The pressure was measured at different stations along the cavity as shown on
Fig. 6, with Kistler gauges 601 A and piezoceramics.

3.2. Influence of geometrical
parameters

A great number of
tests were run and are reported
in Ref. 6 to determine the influ-
ence of several geometrical para-
meters on the pressure amplitude
(distance between nozzle exit and

cavity mcuth, length ratio k2 /ti
angle a of joining section, area I 0
ratio SI/$2) I'

3.3. Pressure fluctuations

At low Mach number, the

pressure fluctuations at various
points in the downstream cavity
correspond to the acoustic pressure 13A i
distribution, that is, a pressure I i I
node is observed at midlength whereas
pressure anti - nodes are observed
just downstream of the junction and
at the endwall. The frequencies mea-

sured correspond to the Ist solution

given by the linear theory.

As the Mach number increases, 1 1

deviations from the acoustic pressure

distribution become larger and larger. t(mS)
Fig. 6 shows the pressures measured M-= 2 CL -_30" D,_ 2 ?2 fOmmfor M. = 2. The pressurewere recor- 02

ded simultaneously so that the wave Fig. 6. Pressure fluctuations
motion in the cavity can be construc-
ted from this recording. At the end wall (station 1), the pressure fluctuation
is similar to the one observed at the end wall of a H.S. tube with constant

cross section. At station 2, not far from the point for which a pressure node
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should )ccir according to the acoustic theory, the pressure amplitude is 11.35
bars ! This trace also indicates that there is an incident and a reflected
shock (in contradiction with the simplified wave diagram, Fig. 2) and this
pressure fluctuation is also very similar to the one observed in a conven-
tional H.S. tube at this station. At station 3, these two shocks also exist,
the importance of the reflected one being very large. At station 4, just
upstream of the constriction, the pressure distribution is similar to that of
conventional H.S. tube of length Z1. It is interesting to note that the strong
reflected shock observed at station 3 completely vanishes and does not appear
in the upstream cavity.

The largest pressure amplitude measured in our tests at the end wall
was 28 bars at M. = 2 with D I/D2 = 6.

3.4. Pressure amplification ratio 1

The main purpose of the present paper was to investigate the amplifi-
cation of large amplitude standing waves in a cavity with varying cross section.
Fig. 7 shows the pressure amplification ratio 7 as a function of the diameter
ratio for 3 values of the jet Mach number. The agreement between theory and
experiments is good for area ratios of 4 and 9, whereas the experimental value
is 14 % lower than the theoretical one for an area ratio of 36.

6

402137 a=300

4 *~ MJ=1,2 -__________

I £ "
A MJ=2

D2

0 1 2 3 4 5 6

Fig. 7. Amplification ratio Ap2/Ap as a

function of the diameter ratio D I/D2. \12
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4. CONCLUSION

The present investigation has shown, both theoretically and experimen-

tally, which amplification of standing waves can be obtained in a cavity with

a sudden change in cross section. The amplification was found to be smaller
for high amplitude waves than for acoustic waves. The agreement between theore-
tical and experimental values of the amplification ratio is good for the high
amplitude waves produced by supersonic exciting jets.
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CYCLIC WAVE ACTION IN THE STABLE OPERATION OF A HARTMANN-SPRENGER TUBE
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..-.-.The means by which stable oscillation of the air column in
a Hartmann-Sprenger tube is initiated and maintained has

been explained satisfactorily for the first time.'..-
Shadowgraphs of the external flow field obtained by syn-
chronous shadow-photography and the numerical simulation
of the flow in the tube have clarified the behavior of the
shockvave system in the space between the forcing nozzle and

driven tube, and also how its movement is related to flow

within the tube. It is shown that the fractions of the
periodic time occupied by well defined quasi-steady inflow
and outflow phases are about 22 percent and about 32 percent
respectively. There are two transient phases that precede
quasi-steady inflow and quasi-steady outflow which occupy

about 33 percent and 13 percent of a period respectively.

The process of inflow is extremely stable, whereas, that of
outflow is not always stable. Instability of the outflow
has been found to be due primarily to a succejsion of weak
shock waves emerging from the tube as a result of internal

wave action ontained between the contact surface on the

one hand and the closed end on the other. I
INTRODUCTION

The arrangement known as the Hartmann-Sprenger tube (H-S tube) comprises
a convergent nozzle aligned co-axially with a tube in which the end further
from the nozzle is closed. When an underexpanded sonic jet is directed against

the open end, a violent oscillation of the air column in the tube occurs and a I
high temperature is produced at the closed end. Since Sprenger (1) first pub-
lished his experimental results in 1954, several investigations have been made
into the oscillatory behaviour of the flow and, in particular, into the mech-
anism by which a stable high temperature is attained; and into the practical
application of the temperature effect (2).

It is now well known that the thermal effect is due to irreversible heat-

* 2ing by shock waves and by wall friction. However, in order to maintain a con-
stant high temperature, there must be a balance between the heat generated and

P that removed. In this connection it has been shown in ref. (3), that the ex-
change of mass in the boundary layer at the contact surface between the, so-I called, indigenous fluid and extraneous fluid, is important.
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The mechanism by which stable oscillation of the air column in the tube
is initiated and maintained has not yet been satisfactorily explained. A the-
oretical analysis by Kawahashi and Suzuki(4) based on linear theory has shown
that it is a self-excited oscillation due to the existence of a negative impe-
dance. The results of experiments and theoretical analysis using a plugged tube
or, what has been described as, a Hartmann-Sprenger tube of zero length have
been reported by other investigators (5) - (8). With this configuration, also,
it is known that a stable oscillation of the flow field occurs when the plugged
tube is placed in the underexpanded jet at a critical distance from the conver-
gent nozzle. But in this case also the mechanism by which the stable oscilla-
tion is initiated and maintained has not been well established.

In this paper the oscillatory nature of the flow in the space between the
forcing nozzle and driven tube has been examined using synchronous shadow
photography. The flow is characterized by the presence of a shock-wave patte1..,
or system. The movement of this shock wave system has been related to the
periodic flow within the driven tube by numerical simulation of the flow in
the tube using the method of characteristics.

EXPERIMENTAL CONSIDERATIONS

The apparatus used in the experiments is shown schematically in Fig. I.
Dry air is supplied to the plenum chamber in the side of which a convergent
nozzle is fitted. The throat diameter, d, of the convergent, or forcing,
nozzle is 0.010 m and is equal to the diameter of the driven tube i hich is
0.170 m long. The tube separation distance, Z, is 0.015 m. The forcing nozzle
is underexpanded with the ratio of the stagnation pressure Pt to ambient pres-
sure p0 equal to 4.0. The flow in the space be-

CONCAVE MIRROR tween the forcing nozzle and the
driven tube has been visualized
by synchronous shadow photogra-

PIN HOLE phy. A pressure transducer lo-

CONDENSER LENSES cated in the closed end of the
X ,ENG LAMP tube is used to trigger the

COMPRESSED NOZZLE Ep DELAYlight source and also to give
AIR UNIT the pre',sure-time history there.

H-S TUBE TRANSDUCER Sequences of the shadohgraphs
DE-MISTER DRYER 070 SINGLE are obtained at time intervals

FL equal to 0.05 ms throughout one
cycle of the oscillation.

" DATE

T_ EXPERIMENTAL RESULTS

FIGURE 1 The gross structure of the
underexpanded sonic free jet is

cellular and the cell characteristics are dependent upon the degree of under-
expansion, or upon the ratio Pt/Po. The variation of the ratio of the cell
length to nozzle diameter, A/d, with pressure ratio, Pt/Po, in a free jet is
shown in Fig. 2. The spatial periodicity of the cell structure begins to be
disrupted at a pressure ratio of about 3.0 and when the ratio is increased to
about 4.0 there is a clearly defined Mach reflection at the axis of symmetry

-z in the first cell. The variation of the ratio of the diameter of the Mach disk
to nozzle diameter, dM/d, is also shown in Fig. 2. The shadowgraph of the
first cell in a free jet at the pressure ratio Pt/Po m 4.0, in the present
experiments, is shown in Fig. 3. The well known configuration of the Mach I
reflection consisting of the incident shock wave, or the intercepting shock,
the Mach disk and thi reflected oblique wave are clearly seen in that Figure.

When the driven tube is placed in the jet of pressure ratio 4.0, and the

i
:

_ .... .
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2 X,/d

4 X 2/d

IU
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Z
4

/FIGURE 3

o nozzle-tube spacing adjusted to 0.015 m a
* d,/d violent oscillation of the air in the tube
I ,occurs. The nozzle-tube spacing of 0.015m

_/ coincides approximately with the right/ hand boundary of the first cell as may be

08 seen in Fig. 2. Under these conditions,
0 2 3 4 5 6 the observed frequency of the periodic

PRESSURE RATIO p,/po swallowing and disgorging of the nozzle-
jet by the tube is 434 Hz., (periodicFIGURE 2time 2.30 ms), and is approximately equal

to the fundamental resonance frequency of the tube. Typical shadowgraphs which

reveal the characteristic features of the flow field between the nozzle exit
and open end of the driven tube, in a sequence of events within one such cycle,
are shown in Figure 4.

4Fig. 4(a) shows the flow field when the nozzle jet is flowing into the
tube, the time is t = 0.04 ms measured from the instant when the shock wave in
the tube reaches the closed end. This shadowgraph clearly shows the slip sur-
face which separates the flow through the Mach disk from the flow through the
reflected oblique shock. That part of the flow which goes through the oblique

that flow into the tube, inflow, is subsonic. Flow through the Mach disk has

the larger entropy rise and larger stagnation pressure drop than the flow
through the oblique shock. The flow shown typically in Fig. 4(a) continues for
about 22 percent of the period of one cycle. Similarity between this quasi-
steady flow pattern and the steady flow pattern which is found when both ends
of the tube are open, shown in Fig. 5, is striking.

Fig. 4(b) shows the flow pattern at an instant (t = 0.62 ms) during the
time that flow into the tube is changing into an outflow. This phase is rela-
tively short and occupies about 13 percent of the period of one cycle. Start-
ing at the end of the inflow phase, Fig. 4(a), at first the subsonic region be-
hind the Mach disk is broadened and the shock wave system, consisting of the
Mach disk and oblique shock, moves upstream. Later, the subsonic region in
front of the open end of the tube is further broadened and outflow beings sud-
denly in the region of the axis. Near the rim of the tube, however, the flow
is still rightward, that is toward the open end of the tube. In Fig. 4(c) it
is seen that a normal shock is formed on the axis of the jet flowing from the
tube, which implies that the open end of the tube is choked and that the flow
downstream is supersonic and tube-jet underexpanded. As outflow continues and
the pressure downstream of the normal shock in the tube-jet increases, the
shock wave system associated with the nozzle-jet retrogresses towards the
nozzle and in the process becomes nearly normal. It is clear that the two jets
are opposed and those parts of the flow that pass through the two normal shocks
impinge on one another and are deflected radially. This flow pattern which
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persists for about 32 percent of the period of one cycle is not always as stab-
le as that associated with inflow because the shock waves may oscillate with
small amplitude of excursion on the axis.

As the outflow weakens
with time, the flow pattern
begins to change into that
for inflow. The nature of
the change in the flow patt-
ern is shown in Fig. 4(d) at
one instant (t = 1.62 ms) dur-
ing this phase. Toward the
end of this phase the shock
in the tube-jet is swallowed
by the tube and the almost
normal shock in the nozzle-
jet now moves towards the
open end of the tube, chang-

(a) t =0.40 ms (b) t = 0.62 ms ing its configuration as it
does so, into that of the
characteristic Mach reflec-
tion. This transient phase
occupies about 33 percent of
the period of one cycle and
is long compared to the pre-
vious transient phase in
which flow into the tube
changes into an outflow. At
the beginning of this tran-
sient phase when the flow I
pattern is changing to that
of inflow, a shock is formed
near the edge of the jet, be-
tween the oblique shock and
the open end. Most of the

(c) t = 1.30 ms (d) t = 1.62 ms flow through this shock is
deflected over the rim of the

FIGURE 4 open end of the tube, and
only the subsonic flow behind

the Mach disk passes into the tube. In the later I
stages of this transient phase, the shock system

in the nozzle-jet moves closer to the open end of
the tube and takes up a stationary position, when
most of the nozzle-jet is deflected into the tube.
This signals the start of the regime of quasi-
steady flow into the tube, the flow pattern being
that of Fig. 4(a). I
FLOW WITHIN THE DRIVE TUBE

&

Flow within the tube has been predicted bythe
method of characteristics, assuming an unsteady
one-dimensional flow. The results obtained in
this way have been found to be in good agreement
with experiment (9). In ref. (10), wall friction,
heat transfer and mass exchange at the contact
surface in accord with the concepts in ref. (3)

FIGURE 5 have been taken into account in calculating the
flow pattern in the tube. The wave diagram, which

has been constructed from the results of the num-
erical simulation of the internal flow using the
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method of characteristics, is shown in Fig. 6(a). Fig. 6(b) shows the trajec-
tories of the shock waves in the space between the nozzle and open end of the
driven tube. The period of one oscillation of the cyclic flow in the tube as
calculated by the method of characteristics is at(t/L) = 4.57, which is in rea-
sonably good agreement with the experimental value of 4.63 (corresponding to
t = 2.30 ms) obtained by means of the pressure transducer located in the closed
end of the driven tube, at being the stagnation sonic velocity and L the tube
length.

L TFrom the path of the shock
NZ between the nozzle and open end

/ of the tube, Fig. 6(b), it may/ /4

/ 4 be inferred that flow into the
4 tube is quite stable. The change

.1 IL-2  from inflow to outflow clearly
starts with the sudden movement

, of the shock system towards the

3111\ nozzle. The wave diagram, Fig.
6(a), shows that outflow from the

Jdriven tube begins when the shock
wave in the tube reaches the open

X, X, end and reflects from it as ex-
2 \0pansion wave. However, there is

o a discrepancy between the calcu-

I W lated time at which this occurs
20 and experiment because of the', simplifying assumptions under-

1 lying the calculation.

Instability of the shockA I-wave system in the space between

s/. o x, ,.o D the nozzi and the open end and
the discrepancy in the times

(a) (b) noted above during outflow may
FIGURE 6 be explained as follows:

The shock wave reflected from the closed end of the tube interacts with

the contact surface in the tube, part of the shock being transmitted through
it and the other part being reflected. The partially reflected shock moves
towards the closed end and is again reflected from it, interacting with the I
contact surface and again undergoing partial transmission and partial reflec-
tion. The wave action is repeated until the reflected shock becomes suffi-
ciently attenuated for its effect to be negligible. Thus, during outflow, a
series of increasingly weaker shock waves arrive at the open end in succession,
after the arrival of the first strong shock wave there, and so affects the
shock in the jet. This would be of particular significance immediately after
the start of the outflow from the tube.

Referring to the wave diagram, Fig. 6(a), as outflow from the tube grad-
ually weakens, a shock wave is formed in the driven tube due to the overtaking
of compression waves that are reflected from the open end on first arrival of
the expansion wave from the closed end. Other compression waves which are re-
flected at later times from the open end also catch up with this shock. Mean-
while, the shock wave which initially was stationary in the tube-jet now moves
towards the open end as a result of the interaction with the expansion waves
that have been partially transmitted from the open end of the tube, and even-
tually enters the tube. The two shock waves merge somewhere in the tube and
travel towards the closed end.

DISCUSSION

The experimental results show, when the tube is driven cyclically, that



Cyclic Wave Acion 12211

the flow pattern in the space between the nozzle exit and the open end during
quasi-steady inflow is nearly the same as that for steady flow in the case
when both ends of the tube are open. The mechanism that initiates the flow
oscillation, may be described in the following way.

As a starting point, the jet from the nozzle may be assumed to be directed
against a tube that has both ends open and that the steady state flow pattern
of Fig. 5 has been attained. If the right-hand of the open tube is now sudden-
ly closed, the flow pattern in the space between the nozzle and the open end of
the tube will change. What has to be considered here is whether, or not, the
same flow pattern as that of the original steady flow can be restored after the
lapse of a certain time. If the flow pattern reverts to that of the steady
state, then a periodic oscillation of the flow could result, since quasi-steady
inflow could be one phase of a possible periodic oscillation.

In what follows, the flow is treated for the most part as being one-dim-
ensional, both inside and outside the tube.

Referring to the wave diagram shown in Fig. 7, when the right-hand end
of the open tube is closed suddenly, the "hammer wave" (11) which is generated
there propagates to the left-hand end (the open end) of the tube. A part o.
this shock wave is reflected at the open end as an expansion wave so initiating
outflow from the tube. The transmitted part of the shock wave moves upstream
into the nozzle-jet and merges with the shock system which would be stationary
in the jet under the steady state conditions described earlier. Merging of
these shock waves results in a single strong shock wave and at the same time
gives rise to an expansion wave which moves downstream towards the open end of
the tube as shown in Fig. 7.

The merged shock wave, which is of
greater strength than either the shock
wave system in the nozzle-jet or the

transmitted shock wave, now moves up-
8WI SHOCstream in the underexpanded jet from theIN Tnozzle and takes up a position in the

jet where the local Mach number is com-
rA patible with the strength of the merged

Sshock wave.

TUB T In the meantime, the expansion
wave which originated when the two shock

-PARCLF HAERwaves merged, propagates towards the
PATH WAVE open end of the tube. A part of this

TIME OF CLOSURE wave enters the tube and a part is re-
OF RIGHT END flected from its rim, propagating up-

,OPEN stream towards the nozzle. The cxpan-
,A I sion wave so reflected interacts with

NOZL OPEN TUBE the stationary merged shock wave in the
nozzle-jet and weakens it, causing t
to move downstream. This downstream

FIGURE 7 movement is small because the reflected
expansion wave is relatively weak. Wien a periodic oscillation has been estab-

lished, this movement is even smaller because weak shock waves that are tran-
smitted in succession at the contact surface in the tube, as a result of re-
peated interactions between the reflection at the closed end of the expansion
wave, that earlier entered the tube, and the contact surface, arrive at the
shock wave in the nozzle-jet and strengthen it. As flow out of the tube con-
tinues, the sonic condition is attained at the open end and the tube-jet .
becomes underexpanded. As a result, the flow pattern shown in Fig. 4(c) is
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The expansion wave which originates at the open end when outflow first be-
gins, returns to the open end after being reflected at the closed end. A part
of this wave is reflected at the open end as a compression wave which propa-
gates towards the closed end and develops into a shock wave at some position
in the tube. The transmitted portion of the expansion wave weakens the shock
wave in the tube-jet causing it to move downstream and to be swallowed by the
tube. This shock wave then catches up with the shock wave which has already
been formed in the tube from the reflected compression wave and gives rise to
a single strong shock wave.

At the same time that the shock wave system in the tube jet moves towards
the tube and is swallowed by it, the region of impingement between the nozzle
jet and the tube jet, which is seen in Fig. 4(c), also begins to move towards
the open end of the tube. The condition for inflow is gradually established
in this way. The change in the external flow pattern from outflow to inflow
takes place very gradually because the expansion fan is broadened as it is
reflected from the closed end.

CONCLUSIONS

The oscillatory nature of the flow in the space between the forcing nozzle
and the driven tube has been examined using synchronous shadow-photography.

h Shadowgraphs of the external flow field and the numerical solution of the
I flow in the tube by the method of characteristics have clarified the behaviour

of the shock wave systems in the nozzle-jet and tube-jet and also how their
movements are related to flow within the tube. It has been reported (12) that
the inflow and outflow phases occupy about 40 percent of the periodic time.
The present work has shown that the fractions of the periodic time occupied by
well defined quasi-steady inflow and outflow phases are about 22 percent and
about 32 percent, respectively. It has also been shown that there are two

transient phases, that is, when the quasi-steady flow into the tube in changing
into the quasi-steady flow out of the tube, and vice-versa, which occupy about
13 percent and 33 percent of a period, respectively.

'It has been observed that inflow is extremely stable, whereas outflow is

not always stable. The instability of the outflow has been found to be due
primarily to a succession of weak shock waves emerging from the closed end
after interacting with the contact surface in the tube.

These findings have been corroborated by work using a separation distance
equal to 0.012 m and pressure ratio, pt/Po, of 2.50.
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SOME FUNDAMENTAL ASPECTS OF SHOCK WAVE -

TURBULENT BOUNDARY INTERACTIONS IN TRANSONIC FLOW

G. R. Inger

Department of Aerospace Engineering Sciences

University of Colorado, Boulder, Colorado 80309

Transonic normal shock - turbulent boundary layer interac-
0tions can significantly influence not only the local vis-

cous flow but also the downstream behavior of the boundary
layer on aerodynamic bodies. It is therefore important
that fundamentally-based analytical tools be developed for
describing and scaling these interaction effects. This pa-
per examines recent progress toward this goal, with empha-
sis on two aspects. (1) A basic non-asymptotic triple-deckIJ
theory of non-separating two-dimensional interactions that
is applicable over a wide range of practical Reynolds num- I
bers and boundary layer profile shapes. (2) Its applica-
tion as a local "interactive module" in the global tran-

sonic flow field analysis of wings, including detailed com-
parisons with experimental data. Also discussed is the
adaptability of this theory to treat interactions involving

non-adiabatic wall conditions, including the prediction of
incipient separation.

1. INTRODUCTION

Shock - boundary layer interaction can significantly influence not only
the local transonic flow on missiles, wings and turbine blades but its influ-
ence can also extend downstream within the boundary layer and thereby alter
the global aerodynamic properties of lift, drag and pitching moment. It is
therefore important that these interactions and their Reynolds and Mach
number-scaling be properly modeled in engineering flow field prediction meth-
ods for supercritical aerodynamic bodies. This paper describes the applica-
tion of a non-asymptotic triple-deck theory of transonic shock - turbulent
boundary layer interaction which provides such a tool for non-separating two-
dimensional flows over a wide range of practical Reynolds numbers. Section 2
contains a brief description of the essential features of the theoretical
model. Section 3 then describes how this theory is extended to treat the in-
fluence of non-adiabatic wall conditions such as may be encountered in Cryo-
genic Wind Tunnels or on the Space Shuttle. In Section 4 we examine applica-
tion of the theory as an element in global viscous flow field analyses of su-
percritical airfoils where the interaction may significantly alter the subse-
quent turbulent boundary layer behavior for appreciable distances, especially
when large downstream adverse pressure gradients are present.

., , '- ___
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2. BRIEF OUTLINE OF THE LOCAL INTERACTION THEORY

Unlike separated flow, the disturbance flow pattern associated with a
nearly-normal shock - boundary layer interaction in the unseparated case per-
taining to turbulent boundary layers up to roughly M1 z 1.3 has a much simpler
type of interaction pattern i amenable to analytical treatment. With some ju-
dicious simplifications, it is possible to construct a fundamentally-based ap-
proximate theory of the problem in the latter case. Consider a known boundary
layer profile Mo(y) subjected to small transonic disturbances due to an im-
pinging weak and nearly normal shock. In the practical Reynolds range of in-
terest here (105 < ReL < 108), it is known that the local interaction field
organizes itself into three basic layered regions or "decks" (Fig. 1): (1) an
outer region of potential inviscid flow above the boundary layer containing
the incident shock and interactive wave systems; (2) an intermediate deck of
frozen shear stress-rotational inviscid disturbance flow occupying the outer
90% or more of the incoming boundary layer thickness; (3) an inner shear-
disturbance sublayer which accounts for the interactive skin friction pertur-
bations (and hence possible incipient separation) plus most of the upstream
influence. The "forcing function" here is thus impressed by the outer deck
upon the boundary layer; the middle deck couples this to the response of the
inner deck but in so doing can itself modify the disturbance field to some ex-
tent, while the slow viscous flow in the thin inner deck reacts very strongly
to the pressure gradient disturbances imposed by these overlying decks. Our
approach is to employ a non-asymptotic method2 that is an extension to turbu-
lent flow of Lighthill's approach 3 , because of its essential soundness and
adaptability to practical engineering problems, similarity to related types of
multiple-deck approaches that have proven highly successful in treating turbu-
lent boundary layer response to strong adverse pressure gradients, and the
large body of turbulent boundary layer interaction data plus Navier-Stokes nu-
merical studies which support the predicted results (see the survey in Ref. 2).Moreover, this approach provides at realistic Reynolds numbers a treatment of
the inner deck pressure gradient terms plus the middle deck 3p/ay and stream-line divergence effects, along with simplifying approximations that render the

j resulting theory tractable from an engineering standpoint.

A very detailed description of the above-mentioned non-asymptotic triple-
deck analysis can be found in Ref. 2 and hence will not be given here. The
resulting predictions, such as typically illustrated in Fig. 2, describe all
the essential global features of the mixed transonic character of the problem
including the interactive pressure distribution and upstream influence, dis-
placement thickness and local shape factor, and interactive skin friction up to
incipient separation. This interaction theory employs for the incoming turbu-
lent boundary layer velocity profile a very general Composite Law of the Wall -
Law of the Wake profile model which is characterized by three parameters (MI,
boundary layer thickness Reynolds number and the incoming shape factor). The
influence of both shock obliquity and wall curvature have also been examined
in detail and incorporated into the theory. Extensive parametric studies4 and
detailed comparisons with experiment have shown that it gives a very good ac-
count of the interaction over a wide range of Mach and Reynolds number condi-
tions including the important but heretofore-ignored influence of incoming
boundary layer shape factor Hli (hence upstream pressure gradient history).

Although the present theory breaks down at separation, it does yield a
useful indication of incipient separation where Cfmin - 0, owing to the par-
ticular attention paid to the treatment of the local interactive skin friction
behavior. In particular one obtains the explicit criterion on the interactive
pressure field that
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where the RHS constant C is a function of Reynolds number, Mach number and

the incoming boundary layer shape factor (see Ref. 2). A parametric study of
this was carried out with the results for a normal shock on an adiabatic flat

surface shown in Fig. 3 where the shock Mach number above which incipient
separation occurs is plotted as a function of the Reynolds number with the
shape factor as a parameter. Also shown in the Figure is the approximate ex-
perimental boundary determined by an examination of a large number of transon-

ic interaction tests, besides the M - 1.30"criterion for turbulent flow. It
is seen that the theoretical prediction of a gradual increase in the incipient
separation Mach number value with Reynolds number is in agreement with the
trend of the data.

3. EXTENSION TO NON-ADIABATIC FLOWS

Detailed analysis has shown5 that the presence of small to moderate heat
transfer does not introduce any new terms in the interactive perturbation equa-
tions governing either the inviscid or viscous disturbance regions; thus in

the leading approximation, the influence of a non-adiabatic wall enters only
implicitly through the undisturbed Mo (y), skin friction Cfo, boundary layer
thickness 6o and the shape factor as given in terms of a prescribed incoming

incompressible value Hl. by

H, = (T;e)Hl + .1145 Me2 (2)

This may be readily implemented via a modified Crocco energy equation solution

with a recovery factor r = Prl/3 .89 for air plus the Eckert reference-tem-
perature method of accounting for the attendant modest compressibility effects.

The typical wall temperature effect on the interaction pressure distribu-
tion along the wall is illustrated in Fig. 4 and is seen to be weak; this was
found to be true over a range of shock strengths and Reynolds numbers. In-
creasing wall temperature tends to increase the upstream influence and lower
the pressure downstream of the shock. The upstream influence distance over a
wide range of conditions has been found to be -60 independent of heat trans-
fer; thus, e. g., cooling reduces this influence essentially proportional to
the corresponding reduction in 60, as also observed at higher Mach numbers.
The corresponding typical interaction-induced growth of the boundary layer dis-
placement thickness is shown in Fig. 5 illustrating the expected thinning out
with increasing Reynolds number or wall cooling. The influence of a hot wall
Tw > Tw,ad is increasingly significant at lower ReL.

The effect of shock-boundary interaction on the local skin friction is of
particular importance in transonic airfoil design and testing, since it bears
directly on the downstream boundary layer behavior and its possible separation.
Since wall temperature also influences the undisturbed skin friction Cfo the
relative effect on its interactive decrement alone can be shown by plotting
the ratio Cf (x) / Cfo as illustrated in Fig. 6. It is seen that the effect
of cooling Tw < Tw,ad , in spreading out the interaction and-weakening the in-

teractive pressure gradient, is thus to delay the onset of incipient separa-

tion while wall heating has the opposite effect. Judging by comparison with
calculations showing the effect of Reynolds number4, it would appear that

proper wall temperature simulation may be of comparable importance to Reynolds
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number as regards skin friction. These results are in qualitative agreement

with experimental data on non-adiabatic interactions at supersonic speeds with

oblique shocks. However, to the author's knowledge, there exist as yet no ex-

perimental data on transonic non-adiabatic interactions in the unseparated

case.

4. APPLICATION TO GLOBAL TRANSONIC FLOW FIELD ANALYSIS

Nandanan et a1 6 have carried out a detailed study of interactions on ac-

tual supercritical airfoils including experimental comparisons. They devel-
oped a global computational method for transonic airfoil flow analysis which
incorporates the present analytical solution for near-normal shock - boundary
layer interaction into a state-of-the-art viscous-inviscid computation code.

Theoretical results obtained with this method were compared to representative
data from boundary layer and surface pressure measurements on three transonic

airfoils in the DFVLR-AVA (G6ttingen) Transonic Wind Tunnel; some examples of
these comparisons are shown in Fig. 7. The agreement between theory and ex-

periment in both the boundary layer displacement thickness and the surface
pressure distributions was, for all test cases considered, quite good. The
associated predictions of the local skin friction variation through the inter-

action zone also agree reasonably well with the values inferred from the ex-
perimental boundary layer profiles via the Ludwig-Tillman relation.

The results of this investigation indicated that treating the shock -I boundary layer interaction by conventional boundary layer theory generally
leads to a slight underprediction of the displacement thickness immediately
downstream of the shock and, due to the amplifying effect of the sustained
rear adverse pressure gradients, to an appreciable underestimation of the dis-

placement thickness at the trailing edge. The latter is also clearly re-

flected in the pressure distributions and aerodynamic coefficients compared.
Considering these results, one may conclude that it is generally necessary to

include a physically correct treatment of shock wave - boundary layer interac-
tion in the analysis of transonic airfoil flow.

These results sliow that it is now possible to incorporate as an interac-

tive module within a global flow field analysis the correctly-modeled (and
scaled) local shock - boundary layer interaction effects for the non-separating
case. The non-asymptotic triple-deck interaction theory involved covers a wide
range of practical Reynolds numbers and turbulent boundary layer profile shape
factors; moreover, it gives an approximate indication of when incipient separa-
tion occurs. Such theory is generally desirable when accurate predictions are
desired in the important trailing edge region of rear-loaded supercritical air-
foils because the detailed changes across an upstream interaction can signifi-
cantly alter the subsequent turbulent boundary layer behavior for appreciable
distances downstream.
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HEATING-RATE MEASUNEMENTS OUER 300 AND 400 (HALF-ANGLE) BLUNT

CONES IN AIR AND HELIUM IN THE LANGLEY EXPANSION TUBE FACILITY

N. M. Reddy

Department of Aeronautical Engineering

Indian Institute of Science, Bangalore 560 012, India

Convective heat-transfer measurements were made on
the conical-portion of spherically blunted cones
(300 and 400 half angle) in the Langley expansion
tube. The test gases used were helium and air:
flow velocities wre about 6.8 km/sec for helium
ano about 5.1 km/sec for air. The measured heat-

0ing rates were compared with calculated results
using a viscous shock-layer computer code. For air,
various tecnniques to determine flow velocity yiel-
ded nearly icentical results, but for helium the1 flow velocity varied by as much as 87 depending on
which technique was used. The measured heating
rates were in satisfactory agreement with calcula-
tion for helium test gas if the higher flow velo-
city was ued, but for air and for helium assuming
the lower flow velocity, the measurements were sig-
nificantly greater than theory and the discrepancy
increased with increasing distance along the cone.

INTAODUCTION

determination of windward side heating rates during entry of
the Space Shuttle Orbiter is vLry difficult. Analytical methods
for calculating flow fields over complex configurations are as yet
in a developmental stage, are costly, cumbersome, and limited in
scope of variables. The extent of experimental data for such con- !
figurations is also limited, particularly for high velocity flow
conditions. One approximation which has been made to permit cal-
culation of the windward heating distribution on a vehicle at high
angle of attack is to assume the flow along the windward centerline
is similar to that of a cone whose half-angle is equal to the ve-
hicle's local slope relative to the velocity vector. Several me-
thoda are available to the engineer to calculate the flow and heat-
transfer rate for the equivalent blunted cone at zero angle of
attack (ref.1). The critical heating rates on windward surfaces
of the space shuttle are expected to occur at altitudes between
61 and 76 kilometers (200,000 and 250,000 ft). In an effort to
simulate the shuttle flow field, total flow-field calculations for
blunt spherical nose cones (half-angle 300 and 400) have been pre-
sented in ref.1. This analysis consisted of defining the complete
flow field around blunted cones for assumed equilibrium and react-
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ing gas cases and was mainly concerned with delineating in detail

the real-gas effects in the boundary layer and their effect on the
surface skin friction and heat transfer. Based on the results

presented, the authors of ref.1 have concluded that investigations
of two types would be required to verify the analytical results,
namely (a) basic investigations of boundary-layer profiles com-
bined with skin friction and heat-transfer measurements on rela-
tively simple cylindrical shapes, and (b) aerodynamic heating
tests on blunt-cone configurations of the type analyzed in ref.1.

The present investigation measured the heating-rate distri-
butions over a blunt cones of 300 and 400 half-angle in the Lan-
gley expansion tube facility with helium as well as air as test

gases. The purpose of the present study is to present hypersonic
cone heating data at both perfect-gas and real-gas conditions.
The measured heating rates have been compared with computed values
(ref.2). An attempt has been made to measure heating rates with-
in an accuracy of 4 to 5 percent by using two different and inde-
pendent methods to deduce heating rates. based on the results of
the present investigation, some conclusions are orawn regarding
the accuracy of heating-rate measurements and their comparison
with the computed values.

FACILITY ANO TEST CONDITIONS

Several papers (refs. 3 to 5) have been published concerning
the description and performance estimation of the expansion tube
facility at the Langley flesearch Center. A detailed description
of the basic components and auxiliary equipment of the Langley
expansion tube is presented in refs.4 and 5. The operating se- I
quence for the expansion tube is shown schematically in Figure 1.
The operating sequence starts with rupture of the high-pressure
primary diaphragm. This creates an incident shock wave which
travels down the intermediate section until it encounters the se-
condary diaphragm. The low-pressure secondary diaphragm will be1 ruptured due to impact of incident shock wave. This creates a
secondary incident shock wave which propagates into the low-
pressure acceleration gas while an upstream expansion wave moves
into the test gas. In passing through this upstream expansion I
wave, which is being washed oownstream since the shock-heated gas
is supersonic, the test gas undergoes an isentropic unsteady ex-
pansion resulting in an increase in the flow velocity and Mach
number.

Extensive flow calibration in the expansion tube facility for
the case of helium test gas has been completed and reported in j
ref.4. Pitot pressure profiles at various distances downstream of
acceleration tube exit in the case of helium test gas (P1-34

4 7
N/m 2: p;? . 16.0 N/ 2, t - 200 FLsecsj are shown in Figure 2 (taken
from ref.4). From this study it was found that for the initial
conditions used in the present tests, the pitot survey shows uni-
form flow region of about 7 to 8 cm in diameter between 1 and 20
cm downstream of the acceleration tube exit. Calibrations for air

test gas have shown a similar test core size.

The free-stream flow quantities were computed from the real-
as computer program of ref.5. Atleast three flow quantities

either predicted or measured) have to be known to obtain other j
flow quantities. Calculated flow quantities based on test section

flow measurements are considered to be superior to those based on (
initial state variable because of deviations from theoretical
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prediction. The usual procedLre wuuio be to use the measured wall
static pressure and shock velocity near the acceleration tube
exit in each run and the measured pitot pressure in the test sec-
tion in a repeated run a5 the three required flow quantities to

compute the other free-stream flow quantities from the computer
program of ref.6. In the expansion tube facility the repeatabili-
ty of runs as ascertained from the measured shock velocity is
good in almost all cases with air and helium as test gases. But
the inherent nonideal effects (viscous, real-gas and shock-reflec-
tion phenomena at the seconuary diaphragm) might affect the flow
quantities in the test section significantly in each run. In this
sense, the repeatability as ascertained from the measured shock
velocity may not be sufficient. Therefore, in the present investi-
gation it was decided to measure simultaneously the pitot pressure
in audition to wall static npressure and shock velocity in each run.
In the present investigation the pitot pressure was measured by
installing a small pressure transducer (2.5 mm dia.) in the blunt
nose of each of the heat-transfer cone models. Since the trans-
ducer size was very small, the effects on flow over the model due
to curvature change near the nose region were assumed to De negli-
gible. The details of the measurement of free-stream static pre-

ssure, pitot pressure and free-stream velocity are given in ref.7.

'-1 Because of the importance of accurate velocity determination
at the test section, an examination was made of the method for de-
termining velocity. The shock velocity between the last two sta-
tions (station numbers 27 and 31 which are 1.554 m apart) was de-
duced by using corresponding counter readings as well as the time
interval measured from the oscilloscope film of heat-transfer
gage outputs. The wall pressure gage film data between these two I
stations were also available and velocity was deduced from these
data also. It was apparent that the shock velocities obtained by
different methods for any given run uo not agree with each other.j More details can be found in ref.7.

In the case of air test gas, the shock velocities deduced
from the counter reading between stations 27 and 31 are believed
to be suspect since the output from the heat- transfer gage at
station 27 went negative immediately after the shock passage be-
fore it recovered back to its normal behaviour and this might have

ti affected the counter reading. The discrepancy noticed between
velocities obtained from heat transfer and wall pressure film data
is somewhat surprising since the method used is the same. However,
it was observed that the heat-transfer gage's response at stations
27 and 31 was much slower than the pressure gage's reponse at the
same stations, which is perhaps due to thick coating on the heat-
transfer gages. For this reason, the velocity obtained from the
pressure film data between stations 27 and 31 may be of superior
value. It was also found that in the case of air, the differences

between the velocities obtained from the straight-line fit to the
data over the entire tube length and the pressure film data were
very small. In the case of helium the differences between veloci-
ties obtained from different methods are much more than those ob-
tained in air. The output from the heat-transfer gage at station
27 in the case of helium did not go negative, unlike the case of
air, probably due to negligible ionization. But the response was
too slow and the signal level was very small which might have
affected the counters siynificantly. because of these discrepan-
cies, the theoretical heating predictions were computed for both
the velocity deduced from the curve fit (Uaverago) and that ob-
tained from the pressure data U2 7 -3 1 ) for helium runs. For air

LA
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runs, the oifference was not significant so only U2 7 _3 1 was used

to compute heating rates. Flow-state calculations were based on
U2 7 -3 1.

FA6RICATIUN ANJ CALI6BRTIUN OF THIN-,ILfl GAGES

Thin-film heat-transfer gages were fabricated by sputtering
palladium on quartz substrates. The quartz substrates were fabri-
cated with proper radius of curvature to fit the cone surface.
The palladium film was sputtered over the entire top surface of
the substrate and then the thin film in a serpentine pattern (Fig.
3) was etched by using a photetching process. The ends of the
thin film are joined by a thick film in the sides and wires were
soldered to the thick film. During development of this technique
it was found that a thin coat of chromium (sputtering time 30 secs)
on the substrate before pallaaium application improved the thin-
film adherence to substrate enormously. The sputtering time for

palladium film was 5 to 6 mintues. A coat of silicon dioxida
(sputtering time 7 to 8 minutes) was sputtered on top of the pall-

adium film to avoiu possible shorting across the thin film due to

ionization in the test gas. About 14 to 16 gages at nearly 3 mm
apart were fabricated on each s, 3strate (Fig.3). The quality con-
trol was such that all the films were identical in their geometri-
cal characteristics: the resistance oe each film was within a few
percent of each other. The resistance value varied between 75 and
100for different batches.

Two types of calibrations are required for any thin film to
be used as a quantitative heat-transfer measuring device, namely,

the temperature cefficient of resistanceCLand the substrate pro-
perty/- (KPCn) . The values ofC( and/S were measured for each

Afilm by using m thods which are described in detail in ref.?. The
measured value of /S in the present investigation was 1512.5 W -
SecJ/m 2 - 'K for all the gages.

BLUNT NUSE-CONE (OUUL5

Two 400 and 300 semivertex angle cone models with a spherical
blunt nose (6.35 mm radius) were fabricated out of stainless steel.
The geometrical details of these models are shown in Figure 3.
quartz substrates of 6.35 mmx6.35 mm cres section were fitted in

a slot cut along a single ray in the conical portion of the models
as shown in Figure 3. The top surfaces of the quartz substrates
were optically ground and polished to match the varying curvature
along the cone surface. About 14 to 16 thin-film gages at inter-
vals of 3.2 mm were fabricated on the quartz substrate as shown in

Figure 3. The models were tested in the expansion tube facility
at zero and positive angles of attack with air as well as helium
test gas. The acceleration gas was the some as the test gas in
all the runs. The Initial conditions used in the intermediate and
acceleration sections, as well as the different angles of attack
used in all the runs, are given in Table I.

DATA RECORDING AND PROCESSING

The heat transfer rates were measured by using two independent
methods namelyt (a) by numerical integration of surface temperature
date, (b) direct measurement by using electric analogs. Ref.?
gives all the necessary details. Two types of tests were made to
compare the two different methods that have been used in the pre-
sent analysis for heat-transfer measurements. First, the surface-
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temperature history obtained due to incident shock heating in air
in the acceleration section was recorded by installing a thin-
film gage inside the shock-tube wall. The surface-temperature
history was recorded on a scope and the same signal was simulta-
neously ted into the analog network and the output from the ana-
log was measured in the wave-form recorder. The surface- tempe-
rature history was measured from the oscilloscope film using a
digitizer and the heating rates obtained by this procedure and
those directly measured from the analog are compared in Figure 4.
The significant and important observation is that the numerical
integration technique does not seem to simulate the fast response
of the heating rate immediately behind the shock wave whereas the
analog circuit shows a much better response in this region. About
35 to 40 fJ secs after the shock passage, the two methods agree
within 8 percent.

The heating rates were also deduced using the preceding pro-
cedure in the case of stagnation-point heating-rate measurement to
a spherical nose of 25.4 mm radius mounted in the expansion tube
test section. The test gas was helium and the other conditions
correspond to the run number EC 1500 given in Table I. The sur.
face-temperature history was recorded in the recorder at 2.54 sec
intervals. The numerical integration was performed by using data
at two time intervals, namely 2.5 and 5.O Lsecs. The heating
rates variation with time is shown in Figure 5. The differences
in heating rate by using the two time intervals is negligible.
However, the computer time required to perform the integration
over a 200 /.sec time period was reduced by 50 percent for 5
sac time intervals. The heating rate obtained from the analog net-
work by feeding the same surface temperature was also recorded in
tne recorder at 2.5 Lsec intervals and is compared in Figure 5.
with the values obtained by numerical integration. In this case
also, the numerical integration does not seem to simulate the fast
response of the heating rate immediately behind the shock wave.
Tne two methods agree well (difterences within 3 to 4 percent,

1except for a couple of peak values) after an elapsed time 
period

of about 90 to 95 4secs. This fact was taken into account in thedata-reduction procedure adopted for the heating rates over cone

models.

The measured heating rates over the cone models should remain
constant with time. This ideal situation requires that the free-
stream flow quantities are constant with time during the testing
period. However, due to several nonideal effects that exist in
the operation of the expansion tube facility, the free-stream
flow quantities do exhibit some variation with time, especially in
the case of helium test gas. Therefore, a time-averaging proce-
oure was adopted to obtain the measured heating rates ower the cone
models. More details can be found in ref.7. A typical heat trans-
fer rate variation with time is shown in Fig.6.

THEORETICL HEATING-RATE DISTRIBUTIONS OVER BLUNTED CONES

Theoretical heating-rate distributions have been obtained by
using the method developed by Kumar and Graves (ref.2) for the 7

viscous flow over blunted cones at zero and small angles of attack.
This method used time-dependent viscous-shocK-layer-type equa-
tions to describe the flow field between the body and the shock
wave. A time-dependent finite difference technique is used to
solve the equations in tne planes of symmetry of the flow field.
Complete details of this method are given in ref.2.
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In the present investigations heating rates over the 300 and
400 sphere cones are computed under perfect-gas approximation for
helium test gas and under chemical-equilibrium approximation for
air-test gas. The equilibrium mass fractions of various species
of air are computed by using the free-energy-minimization techni-
que. The radiative heating terms were also included in the yo-
verning equations. In all the cases computed, it was found that
the radiative heating rate was almost negligiole.

RESULTS AND DISCUSSION

The measured heating rates for the 400 cone at zero angle of
attack with helium as test gas are compared with theory in Figure
7. As discussed earlier, the velocity obtained from the pressure
film data between stations 27 and 31 was used for the theoretical
computations: the other free-stream quantities were the same for
both the cases. It is apparent from Figure 7 that the theoreti-
cal computation using velocity obtained from pressure rilm Oata
agrees with the measured values within 6 percent. In rigure 8,
the heating rates measured over the 300 cone at zero angle of
attack with helium as test gas seem to agree with theoretical va-
lues corresponding to a velocity (UT ) 10 percent more than the
one deduced from pressure film data. Considering the uncertainty
in the measured flow velocity, the agreement of the measured heat-
ing rates over both the cones, with theory is considered satisfac-
tory. More data at angles of attack can be founo in ref.?.

0 In Figures 9 and 10, the measured heating rates over 30 and
40° cones at zero angle of attack with air as test gas are compa-
red with theory. The measured stagnation-point heating rate I
using a spherical blunt-nose model (0.0254 m nose radius) in a
repeated run is also compared with theory in Figures 9 and 10.
The measured stagnation-point heating rates agree with theory wi-
thin 2 percent. However, the measured heating rates over the cone
surface for both the models are consistently higher than the com-Iputed values, the differences being 5 to 15 percent in the begin-
ning and increase to as much as 50 percent toward the end of the
cone surface. The measurements, which are believed to be accurate
to about 5 percent thus disagree with the computation by too much
to attribute to measurement accuracy. At present no reasonable
explanation exists for this discrepancy. It is also noted in ref.
7 that the discrepancy between theory and measurements increase as
the effective cone angle increases.
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SHOCK INDUCED UNSTEADY FLAT PLATE

tBOUNDARY LAYERS AND TRANSITIONS

M. Matsushita, T. Akamatsu and K. Fujimura

Department of Mechanical Engineering
Kyoto University, Kyoto 606. Japan

* Japan Atomic Energy Research Insitute

For the shock-induced unsteady boundary layers over a flat
plate installed in a shock tube, the effect of velocity
profile, not of surface cooling and compressibility, on the
transition into turbulence is estimated by using Wazzan's
relation. The locus of the points of instability are drawn
on the x-t diagram, where the lowering of instability pointsis found in the unsteady interaction region. The limiting

case that the shock waves become weak correspond to that
which the incompressible fluid starts to move impulsively.
This flow is achieved in an intermittent liquid tunnel. And
the transition of unsteady flat plate boundary layer is
observed to take place earlier than the time predicted from
the linearized theory.\

1. INTRODUCTION

Concerning the shock-induced unsteady boundary layers over a flat plate
installed in a shock tube, numerical computations for laminar flows have been

1 2 3 4 5performed by Lam and Crocco , Akamatsu , Felderman , Murdock and Cook
The limiting case that the shock waves become weak corresponds to that which
incompressible fluid starts to move impulsively. Studies on this unsteady
laminar boundary layer were initiated by Stewartson's analysis 6 . Various
theoretical approaches have been tried; analytical integral '9 and
numerical ones1'3'5'1 2

* Experimentally the shock-induced unsteady boundary layer was verified
by Akamatsu2, Felderman 3, Davies and Bernstein 13 , Cook and Dekker 15 et al.
Davies and Bernstein traced the transition points on x-t diagram (Fig.12 of
Ref.13), where the unsteady transition points are parallel to the path of shock
front. The behaviors of transition are not clarified in the merging region of
steady and unsteady transition points.

Concerning the transition of quasi-steady boundary layers developed on
the side-wall of shock tubes, Morkovin16reviewed experimental observations 17- 19

including transition structure such as turbulent spots 20 . Comparison with
linearized stability theory of Ostrach and Thornton indicates that transition
takes place precritically, presumably due to finite disturbances.

The present paper aims at predicting theoretically the points of instability
and at verifying experimentally the transition points in the liquid flow
impulsively started. This liquid flow, which is achieved in a kind of liquid
Ludwieg tube , corresponds to that of the extremely weak shock and is to reveal
the effect of velocity profile only.
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2. SOLUTIONS OF UNSTEADY LAMINAR BOUNDARY LAYERS BY INTEGRAL METHOD

When the shock wave passes over a flat plate, as shown in Fig.l, the boun-
dary layer of shock tube-type develops immeadiately behind the shock wave and
the steady boundary layer of Blasius-type develops from the leading edge of the
plate. The limiting case that the shock wave becomes weak corresponds to the
state that the incompressible fluid starts to move at a constant infinitesimal
velocity U in the direction of positive x. For simplicity, let us call the
former the case (S) and the latter (R).

Initially, as shown in Fig.2(a), let us mark fluid particles with fine
lines, a chain and dotted lines according to the region x<0, x=O and x>O respe-
ctively. At a time t after impulsive motion, the positions of marked fluid
particles are shown in Fig.2(b). Define E=x/Ut, E=O and 1 indicate the leading
edge of the plate and the position of fluid particles initially situated on
y-axis respectively. Stewartson6 showed that Rayleigh's solution is applicable
to the region Zl. Similarly, Mirels' solution is applied to the region I .V/U
in Fig.l, where V and U(-u 2 ) are velocities of the shock and the flow behind
the shock respectively.

As well-known, the boundary layers behind the moving shock waves and
expansion waves are regarded as the quasi-steady ones by observing from the
coordinate fixed with the wave fronts, where the velocity Uw on the tube wall
and Ue in the freestream are expressed as Uw = V, Ue = V-U. Uw/Ue = 0 corre-
sponds to Blasius' boundary layer and Uw/Ue4l the expansion wave-type, Rayleigh's
and the shock-type respectively.

Let us take the x- and y-axis as shown in Figs.l and 2, and take the
instant as t=O when a shock wave just arrives at y-axis or that a fluid beginsto move.

For two-dimensional compressible fluid past a flat plate the unsteady

laminar boundary layer equations are I
at axu ay 2

au au au i a (au)S - = 01 (2) _

where p, u, v and V are density, x- and y- -. --

components of velocity, and viscosity coeffi- 1-0 V/u2
cient respectively. Assuming that Chapman- I
Rubesin's factor C = Pp/Pwpw is constant, that Fig.l

is, P is proportional to temperature, the
momentum equation becomes independent of the
energy equation. ti

The boundary conditions are) j

y=0; u-v=O, (3) I I

y=-; u=U(u2), (

Intrduce the variable Y inplace of y. 
X 

-

Y f P0 -Y (4)

The compressible boundary layer equations (1) -]>j
and (2) reduce to the incompressible one.

au +au a+ XTt- uwx + 1 5 -7 (5)
5-0 S* %-I

where V is a kinematic viscosity and V = CVw.
The present paper is concerned with the effect Fig.2
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only of the velocity profile, not to the combined effects of surface cooling
and compressibility. So that, the energy equation is disregarded.

Let us solve the partial differential equation (5) by an integral method

which modifies Tani's method 0 for unsteady boundary layers.

Momentum Integral: -(U61) + W6 2 ) = TW (6)at P
+U2a62 +_ 2__D (7

Enegy Integral: (U62) 6 (U6) = 2 (7)
atat ax P

where U(t,x) is freestream velocity and 61, 62 and 63 are displacement,momentum
and energy thickness respectively. The wall shear stress Tw and energy dissip-
ation D are defined as follows:

Y=O, D = iio0(y)dy (8)

Assuming that the velocity profiles are expressible by a family of exact solut-
ions of Falkner-Skan's flow, the following three nondimensional quantities
composed of the variables appearing in Eq.s (6) and (7) are evaluated Pnd shown
in Fig.3 as the functions of shape factor H = 61/62.

G = 63 262 A= 26 2Tw (9)

The present method is generally applicable even to the unsteady separated flows,
when the velocity profile is expressed with a family of quartic polynomials.
The equations (6) and (7) are rewritten in terms of unknown variables 62 and H:

-(H62) + -(U6 2 ) = Aat ax 262

L[ (H+l) 6 21 -(UG6 2) 2 --- 6-2 au a262u (1
at+ ax 62 U at -2G6 2 -x (11)

(i) The quasi-steady boundary layer behind the incident shock waves
By introducing the shock-fixed coordinates (X,T), X=Vt-x, T= t,

the Eq.s (10) and (11) are rewritten.

d 2 A 2Q

d- H2 -UH V(H+I)-GU

A,G and Q being expressible with H, the above middle and right hand equation
determines H for a given shock Mach number. Consequently the momentum thick-
ness is expressed:

(62)S = I AsX/VHs-U
(ii) The Rayleigh-type boundary layers

By putting, aU/at = 0 (t>0), a/ax-0, the Eq.s (10) and (11) are rewritten,d 62) 2

dt H H+l
Similarly, HR and (62)R are determined.

(6 2)R = / ARt/HR

(iii) The unsteady boundarylayers (0< <l
The partial differential equations (10) and (11) are solved by a finite

difference scheme: the forward-difference for the time derivative and the I
backward difference for the spatial derivative. The boundary conditions are

x = 0; 62 = 0, H = HB (specified)

x = Vt (X=0); 62 = 0, H = Hs  (specified)

The computation proceeds by setting the following initial conditions at the
first mesh points of t-At.
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For the case (S), x = 0; 62 = 0, H = HB
x = VAt - x (X=Ax); 62 -As-x H = Hs

VPHS-U,
x = VAt (X= 0); 62 = 0, H = Hs

For the case (R), x = 0; 62 = 0, H = HB

x > 0; 62 = AAt/HR, H = HR

It is well known that the solutions should be expressible in a similarity form,
that is, E = x/Ut, n = YAU/CV x. Therefore the accuracy of computation is check-
ed by examining whether 62/ x and H are universally expressed with = x/Ut
only, or by compairing with the exact solutions in the specified regions ( 0 or
E>1). Employing of finitedifference scheme is specially favorable for the case
of time-dependent freestream.

3. PREDICTIONS OF POINTS OF INSTABILITY

As a next step, let us predict the time and location of the point of
instability. Assume that the Wazzan's relation 22 of instability Reynolds number
(Re61)i versus the shape factor H, shown with the solid lines in Fig.4, are
applicable to the present unsteady flow. This relation is derived from the
linearized stability theory of parallel flow for Falkner-Skan boundary layer.
The displacement thickness 61 and the shape factor H can be easily evaluated by
the above mentioned integral method. Subsequently the points at which the local
Reynolds number Re6l just attainS the instability Reynolds number (Re6l)i are
surveyed on x-t diagram. The loci of instability points are indicated with solid
lines in Fig.5. The coordinates are non-dimensional time Ret (=U2t/v) and
distance Rex (=Ux/V). The lowering of instability points is found in the
unsteady interaction regions (0<E<l). This predicts the possible earlier
transition to turbulence in actual flows. The instability Reynolds number

A (Re6l)i and the shape factor H in the unsteady interaction regions are indicated
4 as functions of E=x/Ut in Fig.6. The same tendency, as shown in Fig.5 and 6, is

recognized in the unsteady Couette flow23 (independent variables are t and y only
and the distance of two parallel denoted as s ), if x/Ut in Fig.6 and Rex in
Fig.5 are replaced by 61/s and Res(=Us/v) respectively.

Fig.7 shows the relations (Re6l)i versus H for the quasi-steady boundary
layers related to shock tube wall. The instability Reynolds number of Blasius'

boundary layer is the lowest among all the related boundary layers. The insta-
bility Reynolds number increases monotonically with shock strength. Ostrach
et al calculated (Re61 )i following the two-dimensional linear stability theory

including the effect of velocity profile as well as the surface cooling and the
compressibility. They found tnat the flow for Uw/Ue = 2.94 (y=l.4) is infinitely
stable. However such a trend is not observed in the present prediction consider-
ing only the effect of velocity profiles.

By applying the conventional linearized stability theory, the instability
Reynolds numbers are calculated for the velocity profiles of unsteady boundarylayers in the interaction region, which are evaluated by Lam 

I (Case S) and Hall 12

(Case R). These results are shown with circles in Fig.6 and 7, and their
coincidence with Wazzan's relations shows that these relations are widely
applicable to the present unsteady boundary layers.

Ostrach et a,21 showed that the observed transition data of boundary layers
on the shock tube side wall do not follow the trends theoretically predicted,
and that the transition Reynolds number are orders of magnitude below the
computed instability Reynolds number. However, in Fig.2 of their paper, this
discrepancy is found to be small for the weak shock. This is attributed to
experimentally the comparatively weak disturbances and theoretically the least
stabilized effects of cooling and compressibility. Then we try to achieve, in
an intermittent liquid tunnel, the Rayleigh-type unsteady boundary layers.
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4. EXPERIMENTS AND RESULTS

The unsteady intermittent liquid tunnel is an apparatus which gives
a rapidly accelerated liquid flow starting from rest and attaining a final
steady flow velocity within a short period of time. As shown in Fig.8, it is
composed of two chambers separated by a sliding plate valve; one is filled with
pressurized liquids and the other with low pressure gases. The sliding plate
valve being opened quickly by the air-cylinder, the liquid is ejected into the
low pressure gas chamber. The test section is made of a P.V.C. pipe of 460 mm
long and 50 mm inside diameter and a P.V.C. flat plate of 3 mm thick inserted
in the pipe. The apparatus is made of P.V.C. plastics which is inert in the
presence of electrolytic solution. Under the pressure difference between the
two chambers Ap = 500 Torr, the attainable final freestream velocity U is about
1.5 m/s and the rise time T is about 15 msec. When a divergent nozzle (10 cm
in diameter), equipped with the larger sliding valve, is attached to the end of
the test section, U Z 4 m/s, T = 50 msec for Ap = 500 Torr.

This apparatus looks like a kind of Ludwieg tube . Its operational
2'4principle is described in the previous proceedings . In the conventional

Ludwieg tube, the cold gas flow behind the incident expansion waves are utilized
until the reflected expansion waves run back to the test section. On the
contrary, in the present apparatus the liquid flow is accelerated gradually,
owing to its high density, by the waves propagating back and forth.

The velocity-time history can be given either by the differentiation of a
measured displacement of the float, by the integration of pressure difference
between the two points in the test section or by a hot film velocity meter
The wall shear stress is detected by electrodes (electrochemical method) or a
hot-film flush mounted on the wall.

In the electrochemical method to detect a wall shear stress, the diffusionII
limited current of electrolytic reaction is measured between a small cathode
flush mounted on the wall and an anode of much larger surface area. Under the
condition of limiting current, electrode current I is related to a wall shear
stress Tw: I = aTw1/ 3 , where a is a calibration constant.

The test electrodes are composed of five rectangular nickel electrodes of

0.1 mm long 10 mm wide. The counter electrode is made of a nickel pipe
installed downstream. The test fluid consist of 0.1 molar pottasium ferri-
cyanide (K3Fe(CN)6), pottasium ferrocyanide (K4Fe(CN)G) and one molar pottasium
hydroxide (KOH) as a supporting electrolyte. The voltage applied by the
potentiostatt is 0.7 v and the probe circuit current is approximately 100 JiA.

Fig.10 is an example of the numerical calculation of the growing boundary
layer over the flat plate corresponding to the observed freestream. It shows I
the time varying profiles of the displacement thickness 61 and the shape factor
H. Developing independently of x (Rayleigh-type) at the early stage in the
region far from the leading edge, the boundary layer gradually changes into the
steady Blasius-type from the leading edge. The shape factor H, in the region
of uniform displacement thickness far from the leading edge after t = 8, is
equal to that of the Rayleigh-type boundary layer (H=2.48) and also gradually
changes into the values of Blasius-type (H=2.59). The low value of H, in the
uniform region (x>3) at early time t=4, means that the freestream has not
attained the final steady state.

Fig.ll shows the observed freestream velocity U, the electrode current
observed Im and calculated Ic, and the predicted shape factor H. Ic and H are
predicted from the present integral method for the observed U(t). Increasing at
the initial stage, the value of shape factor H remains constant for a while
corresponding to Rayleigh flow and then gradually increases to the value of
Blasius flow. The electrode current increases at the initial stage accompanied
by the acceleration of freestream and then decreases by the development of the
boundary layer of Rayleigh-type. Finally it settles down to the constant value
corresponding to the Blasius-type boundary layer. Compared with Ic, Im is
delayed to rise at initial stage and then it suddenly rises again owing to the
transition into turbulence. Later it proved to be enhanced by disturbances

generated at the intersecting point of the edge of the flat plate and the side '
wall. Thereafter, the flat plate was installed with clearence between the side-
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walls. Consequently, the transition did not take place any more for the same
flow conditions.

In order to achieve the higher Reynolds number flow in which the transition
is expected to occur, the final freestream velocity was raised from 1.4 m/s to
3.4 m/s. The experimental results are shown in Fig.ll. The rise time of the
freestream velocity U is prolonged under the limited pressure difference.
Here the wall shear stress is measured by a hot-film instead of the electrodes.
Before the shape factor H reaches that of Rayleigh-type, the transition takes
place. This is indicated by the abrupt change of observed output Em from the
hot-film. The output of hot-film Ec theoretically predicted from the observed
freestream velocity U is shown for comparison.

The observed transition points are shown with closed circles on the Rex-Ret
diagram in Fig.12. The solid curves denoted as a = 1 is the locus of the points
of instability. The curves denoted as a = 0.5 and 0.2 correspond to the loci
of Re6j1 = 0.5(Re62)i and 0.2(Re6l)i respectively. The transition takes place
earlier than the predicted time of instability. This is attributed to the
external disturbances; the observed turbulent intensity is about 0.3 % in the
freestream. The curve denoted as E = 1 shows a trace of freestream fluid
particles initially situated on the leading edge of the flat plate. The transi-
tion points are found to move downstream with almost the same velocity of
freestream.

5. CONCLUSIONS

For the shock-induced unsteady flat plate boundary layers, including its
limiting case, the effectsof velocity profile on the transition were investi-
gated theoretically and experimentally.
(1) By one parameter integral method, unsteady laminar boundary layer equations
were reduced to the partial differential equations in terms of the momentum
thickness and the shape factor. Employing a finite difference scheme make it
feasible to apply this method to the case of time-dependent freestream.
(2) Assuming that Wazzan's relations of instability Reynolds number versus

shape factor, the locus of the points of instability were drawn on the x-t
diagram. The lowering of instability points is found in the unsteady inter-
action region.
(3) In the liquid flows almost impulsively started, the transition of unsteady
flat plate boundary layer was observed to take place earlier than the time
predicted from the linearized stability theory. This early transition may be
attributed to the external disturbances. This resembles to the experimental
observations of the boundary layers on the shock tube side wall.

Now we intend to construct a new intermittent unsteady liquid tunnel with
freestream of lower turbulent intensity and of higher Reynolds number, by which
behaviors of transition and turbulent structure of unsteady boundary layers
will be investigated.
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The Boundary Layer Behind a Shock Wave

0Incident on a Leading Edge

B.E.L. Deckker

Mechanical Engineering Department, University of Saskatchewan

Saskatoon, Canada S7N OWO

Boundary layer growth at a leading edge behind three0shock waves of strength Ms= 1.11, 1.19 and 1.44 have been
followed by schlieren photography. Thicknesses measured by
optical comparator at x 10 have shown that initial growth
rates of the laminar portion of the boundary layer exceed

that predicted by Mirels' theory.-It would appear thated-ubln reieiae p. I h te:;_, pseudo-turbulent regime is initiaNgy set up. In the other

two cases after the initial stage the rate of growth is in
fair agreement with theory. From the average speed of the
interface between the shock-induced and quasi-steady bound- I
ary layers it has been concluded that the theoretical velo-A city at the edge of the boundary layer is attained. There
is no evidence for growth of the quasi-steady boundary layer
except for the final thickness. However, this is reproduced

& satisfactorily using well-tested empirical equations for
skin friction and the velocity distribution given by the

7wall law and velocity defect law. An attempt has been made
to reproduce the characteristic lengths of the laminar and
turbulent boundary layers, matching the final thicknes3 and

that at the critical length. Schlieren photographs show
.f the structure of the turbulent boundary layer to be made up

of discrete inclined features which may be hairpin vortices.

INTRODUCTION

tueInterest in boundary layer effects behind moving shock waves in a shocktube stems from the need to predict conditions at a section where measurements

are being made. In this connection the many contributions made by Mirels (1)
need no recapitulation here. However, there are few publications concerned
primarily with the basic problem of the growth of the shock-induced boundary
layer and verification of Mirels' theoretical treatment of it. Attempts have
been made by Martin (2) and Gooderum (3) to measure boundary layer growth in-
directly by interferometry; Davis (4) has confirmed Mirel's theory indirectly
by heat transfer measurements.I!

Deckker and Weekes (5), (6), have attempted to measure boundary layer
growth behind weak shock waves directly from schlieren photographs in a shock
tube of cross-section 0.051m x 0.076m, aspect ratio 0.72. Their results showed
that while there was some measure of agreement between Mirels' theoretical
treatment and their experiments, the boundary closed on the centre line in a
time that was less than the running time of the shock tube. They also found in
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one experiment with a shock wave of strength Ms = 1.22 that the velocity and
temperature distributions were not uniform behind the shock wave and, in parti-
cular, that the velocity profile did become fully developed until the shock
wave was about 27 hydraulic diameters downstream of the reference station. Spe-

cific reference to boundary layer closure has been made by Gooderum (3) but

Bazhenova et al. (7) make no reference to the possibility of boundary layer

closure nor to non-uniformity of the kind encountered in ref (6) in discussing
the distribution of flow properties behind moving shock waves. In references
(2), (5) and (7) the shock tubes were of comparable cross-section. In ref (3)

the cross-section of the tube was greater, 0.102m x 0.191m, aspect ratio 0.63,
but the results obtained were in fair agreement with that of ref (S) for rough-
ly the same wave strength.

Hubbard and de Boer (8) found theoretically that there was significant de-
parture from uniformity close to the shock front but that the flow was one-dim-
ensional further downstream. The non-uniformity described in ref (6) was evi-
dently due to contact-surface irregularities in spite of the use of "petalling"
diaphragms. It would appear that the use of such diaphragms does not, in it-
self, secure uniformity of the flow. In ref. (5) boundary layer thickness on
the floor of the shock tube was measured at a reference station located 3.9m
from the diaphragm. In the experiments described in this paper, measurements
were made at the same distance from the diaphragm but aftex the shock wave had
impinged on the leading edge of a splitter plate 0.13m from the reference
station.

EXPERIMENTAL CONSIDERATIONS

The experimental equipment has been described in some detail in ref (5)
and ref (9) and only the main features are given here.

The cylindrical compression chamber 0.2m diameter and 2.6m long was joined

1to the rectangular expansion duct 0.O51m x 0.076m by a transition section. The
length of the expansion duct from the diaphragm to the reference station in the

test section was 3.9m and the overall length from the diaphragm to the open end
was 6.9m.

a 69The test section, 0.74m over flanges, was made of aluminium plate and its
internal surfaces were ground and polished to match those of the expansion
duct. The latter were in two lengths, one on each side of the test section.
They were made of timber reinforced on the outside by steel angle-bars and I
lined internally with a hard smooth plastic. The windows in the test section

were of optical quality glass (surface finish 546X).

A splitter plate 0.75m long and 0.013m thick was fitted across the span of
the test section, with its upper surface 0.02m above the floor so making the
upper portion of the test section 0.031m x 0.076m. The splitter plate had a
slender forebody formed by chamfering the under surface of the plate at an
angle of approximately 6 deg. to provide a sharp leading edge.

A single-pass ichlieren system with two parabolic front-surface mirrors
(surface finish 546A), 0.305m diameter and 2.44m focal length was used. Illu-
mination was provided by an argon jet spark-source of duration 0.2 Ps and rise-
time 0.04 Ps. The spark was triggered by the arrival of the shock wave at a
fixed position in the test-section but after the signal had passed through a
variable delay circuit. The sensitivity of the optical layout was estimated
to be sufficient to resolve density gradients in the test section near to
unity (10).

Scblieren photographs were taken at successive intervals of about 0.Sms,
after first arrival of the shock wave at the reference station, using single
exposures during the course of an experiment. Negative images of these

-..
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photographs were used to measure boundary layer thickness by means of an opti-
cal comparator at x 10, the resolution of the comparator being better than
2 x 10-9m. To ensure repeatability of the incident shock wave its speed was
checked between measuring stations 0.61m apart.

The diaphragms were of laminated cellophane sheets, the topmost sheet
being bonded to an acetate sheet 8 x 10-5m thick. Cruciform lines were incised
diametrally in the latter to a predetermined depth. These diaphragms were in-
stalled with the acetate face on the low pressure side and rupture initiated
by piercing the intersection of the cruciform lines with a solenoid driven
needle. The diaphragms invariably "petalled" on rupture.

RESULTS AND DISCUSSIONS

The results of experiments with three shock waves of strength M. = 1.11,
Ms = 1.19 and Ms = 1.44 are presented and discussed here. These shock waves
were selected because they were expected to give shock-induced boundary layers
that were, respectively, almost wholly laminar, transitional and almost wholly
turbulent.

Referring to Fig. 1, when the inci-
dent shock wave clears the leading edge,

REFERENCE STATION simultaneously two boundary layers are

SHOCK WAVE I TSHOCK-WVE PT PATH OF INTERFACE formed, the one growing from the foot ofSHOK AVE (VL IYPA 
RTI.LE PATH AT

..... - TI PATH AT the shock and the other from the leading
_____ . _ edge. The latter is formed from air

SPULTTER PLATE - PLkR particles that have already been set in
....... ... S OCKS TKE motion by the shock and being relativelyPER: PRY OF O' I005 SHOCK TU

WDOW , remote from the walls of the tube ideal-7T7// 141 4/ /// / /////
P/LAN _ ly are in steady, uniform motion so that I

oOIAPI 61 the boundary layer conforms to the clas-
sical model. Growth of the shock-indu-
ced boundary layer, measured from the
instant the shock wave arrives at the

FIGURE 1 re.erence station, is concomitant with
the arrival of air particles that ini-

tially were on, or in the vicinity of, the plate and have been set in motionby the shock wave. These particles have been subjected to viscous effects over

increasing lengths, xf, and for corresponding times, Atf, depending upon the
distance, xe, of the shock wave from the reference station. The time corres- I
ponding to xe is Ate, measured from the time the shock wave was initially at
that station. The maximum thickness of the shock-induced boundary layer is
attained when particles in the quasi-steady boundary layer growing from the
leading edge first arrive at the reference station. By definition, thereafter
the boundary layer thickness at this station remains constant for the running
time of the shock tube. In the present experiments, the duration is limited
by the time when wave-action at the trailing edge of the plate begins to influ-
ence conditions at the reference station.

Shock-induced boundary layer

For each shock wave, boundary layer thickness, measured at the reference
station in the manner already described, has been plotted as a function of the
time Ate in Fig. 2(a), 2(b) and 2(c). Also shown is the boundary layer thick-
ness measured at the right-hand edge of the window at 0.054m from the reference
station, (Fig. 1).

The steep fronts in Fig. 2(a) and Fig. 2(b) signal the arrival of the
interface between the shock-induced and quasi-steady boundary layers at the
reference station. In Fig. 2(c) the interface is not immediately apparent but
after careful scrutiny of the curve the time of arrival is believed to be
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indicated. The distance travelled by the interface from the leading edge to
the reference station is 0.13m so that the average speed may be determined.
In each case schlieren photographs of the advancing fronts at the times indica-
ted are also shown.

a.. If it is assu-
40 med, as Mirels has

AT REFERENCE _ _ _ __done (11), that
KET WIOW STATION the velocity dis-

2tribution in the

TIME OF ARRIVAL OF (a) growing shock-in-
* 0 INTERFACE 00027 SEC duced turbulent

I.) M.I ,itboundary layer

0 1 2 3 4 5 A conforms to the
4one-seventh power

oF- ,STATIONR law, the average
30- Jspeed of the int-

20 EO (b) erface would be
0 EOV. TME OF ARR,,V4L 0. 88 ie, Ue being
o1 _________ o00______the particle velo-

S 19city at the edge
___0 ___I_1_0_of the boundary

layer. Theoreti-
40- AT REFERENCE cal values of this

AT WNDOWSTATION
30T WIO velocity are given3c - EDG in Table 1. The

20 ---- (c) measured average
TIME OF ARRIVAL OF INTERFACE of
0,00055 SEC speeds ofthe in-

10 0 CORREO TO ENLAED terface are 54m/s,

I, M. 144 FIG 6 93m/s and 236m/s00 ,o 2o for the three
A4 x 103 shock waves, and

the corresponding
values of Ue are

FIGURE 2 62m/s, 106m/s and
270m/s respectively, which are as close as can be expected to the theoretical

values in measurements of the kind that have been made. Such close agreement

must be regarded as fortuitous.

shock uw u e ue Te Tm Ve  105  vm x 105 /*
strength m/s m/s ms  K K m/s m2 /s

1.11 384 322 62 318 307 1.74 1.645 -0.0258 -0.0339

1.19 413 309 104 333 315 1.88 1.718 -0.0493 -0.1221

1.44 497 215 282 380 343 2.38 1.977 -0.1201 -0.1271

Table 1. Theoretical properties and mean values used in calculations.

0, 6* are the momentum and displacement thickness of boundary layer;

6 is the thickness corresponding to u/tie = 0.99; ue = (uw - tie),
the particle velocity in shock-fixed co-ordinates.

If the abscissae in Fig. 2 are transformed to flow length xf using the
relationship implicit in Fig. 1 namely, xf = uw Ate/(uw/E.e - 1) and the theor-
etical values of Ie and the wave speed uw , then the curves will be stretched.
But when the abscissae are scaled appropriately to 0.13m, spatial growth of
the boundary layer appears as in Fig. 3(a), 3(b) and 3(c), the temporal growth

___~1
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being also shown in those Figures. It is clear that there is a large discrep-
ancy between theoretical and experimental laminar growth rates. Since it has
been shown that Q e at the edge of the boundary layer is equal to the theoreti-
cal value and, also, since uw has been maintained essentially constant through-
out the experiment, differences between theory and experiment are most likely
to reflect differences in physical behaviour. It may be noted that in each
case the discrepancy arises in the very early stages of growth during which,
what appears to be, a pseudo-turbulent regime is temporarily established but
which in the case of the weakest shock wave, Ms = 1.11, cannot be maintained at
further distances from the foot of the shock.

In Fig. 3(b), as

in Fig. 3(a), after the

/ initial stage the rate
of growth is more near-
ly in accord with the-

(a) ory, bearing in mind
/ that there is a trend

to boundary layer clo-
/ sure.

',,, ... Fig. 3(c) shows

the spatial and tempor-
al growth rates for the
strongest shock wave,
evidence of a short

"' F[ r* ~(b) length of laminar boun-

OF dary layer which also

suffers from the limit-
ation observed in the
other two cases, other-

.. . ,.o... wise the rate of growth
conforms well to that
predicted theoretica-
lly. In particular,

/ the trend to boundary
/ .......... . .(c) layer closure is less

well marked but this is
also a function of Atf
(0.48 x 10-4 sec) which

. o.is only a fraction of
that for Ms = 1.11
(Atf = 24 x 10-4 sec)

FIGURE 3 and for Ms = 1.19
(Atf = 14 x 10-4 sec).

Quasi-steady boundary layer

Boundary layer thickness measured at the right-hand edge of the window,
0.054m from the reference station, during the passage of a shock wave over the
splitter plate is shown in Fig. 2(a), 2(b) and 2(c). Except for the weakest
shock wave, Ms = 1.11, the final quasi-steady boundary layer thickness could
not be measured at the reference station because the splitter plate downstream
of it was short enough (0.62m) to allow the wave reflected at the trailing
edge to affect the boundary layer at that station.

Also, the boundary layer growing between the leading edge and the right
hand edge of the window, a distance of 0.076m, could not be observed and,
therefore, no experimental evidence for the manner in which that boundary layer
grows is available. Nevertheless an attempt has been made to reproduce the
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overall characteristics of the steady boundary layer using well tested empiri-

cal equations.

i:or the incompressible turbulent boundary layer growing from the leading
edge in zero pressure gradient, which is a reasonable assumption in the experi-
ments described, a number of equations are available for predicting local and

average skin friction coefficients. As a matter of convenience three of these

were selected, namely:

cf = 0.370/(log Rx)2 .58 (Schultz-Grunow) (la)

cf = 0.059/(Rx)0 -2 (Power Law) (lb)

Ef = {0.427/(log Rk - 0.407)2.64} - A/R (Schultz-Grunow-Prandtl) (lc)

where cf, cf are local and average friction coefficients, respectively, and
Rx, Rk the corresponding length-Reynolds numbers.

Implicit in the use of these friction coefficients are the velocity dis-
tributions given by the law of the wall and, in the outer reaches of the turbu-
lent layer, the velocity-defect law. The two equations for the velocity are:

For y/6 < 0.15, u/u* = 5.6 log (u*y/) + 4.9 (2a)

and for y/6 > 0.15, (ue -u)/u . = 8.6 log (y/6) (2b)

Where 5^ is the velocity at the edge of the boundary layer at a distance
6 from the plate; u, = (TO/p) is the friction velocity, the shear stress To
being equal to cfPfe 2 ; u is the velocity at a distance y from the plate. In
keeping with the approximate nature of the calculation, and in the spirit of
Mirel's theoretical treatment of the turbulent boundary layer, mean property

values (Table 1) calculated as in ref (11) were used for the density and kine-Imatic viscosity in the above equations. I
The results obtained using equations (1) and (2) above are shown in Fig.

4(a), 4(b) and 4(c) for values of ue and Vm behind the shock waves. It is
clear that the thickness of the steady boundary layer predicted by these equa-
tions is in good agreement with that estimated experimentally having regard to
the fact that in the experiments there are side-wall effects and that the boun-
dary layer is not turbulent from the leading edge.

The relative distribution of turbulent and laminar skin friction over
length Z from the leading edge may be deduced from the transition equation, I
eqn. 1(c), in which the expression in braces is the average turbulent skin fri-
ction over length k from the leading edge and the term A/R£ is a correction for
the effect of laminar skin friction over the critical length, xcrit. A is re-
lated to the critical length Reynolds number, Rcrit. Daily and Harleman (12)
have published data for this relationship in the range 3 x 105<Rcrit<106 .
When these data are plotted it has been found that, while the relationship be-
tween A and Rcrit is approximately linear over the entire range of critical
Reynolds numbers, it is linear in the lower range 3 x 105 <Rcrit<5 x 105. Using
the steady boundary layer thickness at the reference section which has been
shown to be in accord with well tested empirical equations, the corresponding
skin friction coefficient can be calculated by trial and error. Substitution
for Cf in eqn. 1(c) then yields a value for A/R from which A is determined.
The corresponding value of Rcrit is found from the linear relationship referred
to above, whence xcrit may be calculated for mean property values. Alternative-
ly, on the basis of the linear relationship, a value of A may be found by trial
and error to give the appropriate Ef directly from eqn. 1(c) which will yield
the required value of boundary layer thickness. Pairs of values of A and Rcrit
which satisfactorily reproduce the steady boundary layer thickness are given
in Table 2.
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The laminar boundary layer profile
-,from the leading edge can be obtained

from the Blasius equation, 6 = 5x/(Rx)
so that the thickness at xcrit may be

20 tE ..... ... (a) determined. The skin friction coeffi-
cient over the critical length is easily

, , -, 0 0found from:B, THKkESs EQN

.Cf = .664/(Rx) 2, (3)

S, C. ............ or in terms of mean property values,

0 02 000 0 ' 0 '0,0 0', 0 ,0 002' 002 000' 002 o'; o cf = 0.664 (vm/ie) /x 1 .

The power law, eqn. l(b), when av-
(b) eraged over the critical length gives a

value of Ef (turbulent) which is too
small to match the thickness of the lam-

/ inar layer at that position. Similarly,
D, .at the reference station t = 0.13m, when

the net average Ef is taken as Ef (tur-
bulent) - Zf (laminar), that is,
'.- - = 074(v /u 0.2 0.2

i c cfnet = " u e /k 0.664
* , 1- -E. (vmlUe) /8 ..... ... (C)

2 L22000 1-1(c) the value of cf i oo small to re-

2I 0.......... produce the boun ary layer thickness' " " '" ' +, +th er e .

However, if a modifying factor,

_ _ +which is a function of the distance from
002A00 00 .. oa . . . . the leading edge, is introduced into... 0 0 0 .......... Eqn. (3) so that it may be written as:

FIGURE cfnet = cf (turbulent)/x n - cf (laminarlShock Velocity ,(4)

strength at edge A Rcrit Xcrit then the exponent n may be found by
Ue m/s _ m matching the turbulent boundary layer

1.11 62 510 1.x105 .040 thickness to the laminar thickness at
Xcrit and to the experimental thickness

1.19 104 760 2.2x105 0.036 at the reference plane. A linear vari-

1.44 282 1390 3.9xi05 0.027 ation of the exponent between those sta-
I____ 00 tions may be assumed. The boundary

Table 2. Relationship between A and layer profile calculated in this way
Rcrit in Eqn. 1(c). is shown in Fig. 4(a), 4(b) and 4(c).Values of n at the two stations for the

exponent n three shock waves are given in Table 3.
Shock Velocity at ref.

strength at edge xcrit station Boundary layer structure,M s  of b ~l at1.t t t o

Ue M/s Head and Bandyopadhyay (13) have
recently published the results of their

11.11 62 0.092 0.173 flow visualization studies of the struc-
ture of turbulent boundary layers on

1.19 104 0.083 0.1Sl the floor of a wind tunnel. In the
1.44 282 0.070 0.132 light of their conclusions it is of in-

terest to present in Fig. 5 schlieren
Table 3. Values of exponent n in photographs of two typical turbulent

Eqn. (4). boundary layers taken simultaneously

_ _ _ _ if
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on the splitter plate and on the floor of the shock tube. The photograph has
been magnified x 10 approximately, corresponding to which measurements of

thickness have been made by optical comparator as described earlier. Only the
central section, approximately 0.006m wide, has been reproduced in the photo-
graph, since the inclined features seen in that Figure have been rotated in
opposite directions at further distances from the vertical axis due to aberra-
tion arising from the off-axis mirror system. The shock wave strength is
Ms = 1.44.

The upper boundary layer in Fig. S is that
S- ',l induced behind the shock wave on the splitter

plate and is formed from particles of air that
" were initially well removed from the shock tube

walls. The lower boundary layer is also shock-in-
duced but is on the floor of the shock tube. It
has been formed from air particles that have been
subjected to viscous effects for a longer time
than those in the upper boundary layer. The Rey-
nolds number of the flow behind the wave is 107,
calculated according to ref (11).

The inclined features in Fig. 5 may be horse-
FIGURE 5 shoe vortex loops that have been stretched in the

direction of flow by the strain field and by the induced circulatory flows
normal to the plane of the loop and away from the wall. The Reynolds number
of 107 is greater by a factor of 10 than that reported in ref (13).

CONCLUSIONS

Growth of shock-induced boundary layers behind weak shock waves of increa-
sing strengths, M. = 1.11, Ms = 1.19 and Ms = 1.44 have been measured directly
from schlieren photographs.

There is evidence of a laminar boundary layer in each case but the rate
of growth is different from that predicted by Mirels' theoretical treatment.
However, the difference appears to arise only in the very early stages of
growth and later the rate of growth in the case of the stronger shock waves
conforms reasonably well with Mirels' theory. Better agreement between exper-
iment and theory is apparently subverted by the initial differences in growth.
There is also evidence that the boundary tends to close on the centre line of
the flow passage.

t The quasi-steady boundary layer growing from the leading could not be
observed except near the reference station and the final thickness at that
station b: been estimated from experimental measurements. The final thickness
is in reasonable agreement with values calculated from empirical equations for
the friction coefficient, the wall law and velocity defect law, using mean
property values.

An attempt has been made to predict the characteristic spatial distribu-
tion of the laminar and turbulent boundary layers between the leading edge and
reference station, using the Schultz-Grunow-Prandtl equation. On this basis
the spatial rate of growth of the boundary layer has been calculated using
well established empirical equations but introducing a modifying factor based

7on distance from the leading edge. Boundary layer profiles obtained in this
manner are like those measured experimentally when there is boundary layer
closure.

Schlieren photographs of the turbulent boundary layers in this investiga-
tion show discrete features that are inclined in the flow direction. The angle
of inclination is generally different from that reported in ref (13) but may be

-_ _ I
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a Reynolds number effect.
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REAL GAS AND WALL ROUGHNESS EFFECTS ON THE BIFURCATION

OOF THE SHOCK REFLECTED FROM THE END WALL OF A TUBE

J. R. Taylor and H. G. Hornung

Australian National University, Canberra, Australia

0DFVLR-AVA, G6ttingen, Federal Republic of Germany

Several aspects of the interaction between the boundary
0layer on the shock tube side wall and the shock reflected

from the end wall were investigated experimentally in the
free piston shock tube T3. The experiments were conduc-
ted at sufficiently high shock speed to produce vibrational
excitation and dissociation in the case of nitrogen and carbon
dioxide, while the experiments in argon were restricted to the
ideal gas range. umerical calculations were made with
the model of Ma ijk (1958) which was extended to account I
for equilibrium real gas effects. The numerical as well
as the experimental results show clearly,the real gas effect
on the angle of the bifurcated foot is very significant. The
modified Mark model is in fair agreement with N results,
but shows large discrepancies with weakly bifurcating

(Argon) and strongly bifurcating (CO ) gases. The growth
rate of the bifurcation configuration Ps initially linear and
rapidly reduces to zero for N and CO . In argon, for
which no bifurcation is predicded, a sn~all bifurcation was
observed. For N , inreased wall roughness caused the
bifurcation to coninue to grow linearly well beyond the
asymptotic scale on a smooth wall.

INTRODUCTION

The phenomeron of shock bifurcation is illustrated in figure 1. The configu-
ration shown is brought about when a plane "incident" shock travels into uni-
form gas at rest in a tube and is reflected off an end wall, which is parallel
to the incident shock. The reflected shock then interacts with the boundary
layer generated by the incident shock on the side wall of the tube. Under some
conditions the reflected shock may cause the boundary layer to separate, so
that an oblique shock precedes the normal reflected shock as the front leg of
the bifurcation, and a short rear leg causes the gas to be deflected back to-
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wards the wall behind the separation bubble which is carried along by the
bifurcation.

X
ref ected shock

Ur U3  /

U2 end wall

P2
c ontact

front.,eg discontinuity

b ylayerh

h7a¢

separated regions

A aFig. 1: Schematic shetch of reflected shock bifurcation

A number of authors have attempted to make models of this process. By
assuming the boundary layer to consist of test gas at the wall temperature T1
and at post incident shock pressure p2 with no velocity gradient, M a r k I
(1958) was able to define Mach number regions where the reflected shock
would bifurcate. He assumed that the gas in the boundary layer would be
brought to rest relative to the reflected shock. If the stagnation pressure in
the boundary layer is smaller than the post reflected shock pressure p3 he
assumed the boundary layer would separate, forming a separation bubble
shaped like a double wedge of cold fluid which caused the free stream to be
deflected through a double oblique shock system.

One of the most sensitive measures of the success of bifurcation models is the
angle ot of the front leg of the bifurcation. Mark's analysis, which is
restricted to a thermally perfect gas predicts a large rise of C with incident
shock Mach number M1 for y = 1.4 (ratio of specific heats). This has not
been observed to occur. The failure of the model at higher Mach numbers was
pointed out by D avi e s (1969) who questioned the assumption of the basic
model, that properties of the boundary layer feed gas should determine the !
pressure under the bifurcated foot and hence the foot angle Oj.

Byron and Rott (1961) also pointed to the existence of a minimum Mach
number in the boundary layer at a finite distance from the side wall. They
showed that if the boundary layer stagnation pressure is calculated with this
Mach number, the rapid increase of a with increasing M1 is avoided.

Extensive calculations made by H o n d a et al. (1975) taking into account
dissociative real gas effects in equilibrium, showrd that these effects also
reduce o , and hence that bifurcation would continue to occur in regions
where Mark's analysis suggested it would not be possible. For this paper, we

have made similar calculations for nitrogen, carbon dioxide and argon, for the
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first two gases making calculations of i , so that direct comparison with
experimental results is possible.

Near the end wall, the bifurcation configuration grows linearly with distance
from the end wall. The growth rate loses this self-similarity however, as it
proceeds away from the end wall. Eventually it stops growing and an asymptotic

height h may be defined. This behaviour was first observed by St r e h lo w
and Coh en (1959). Matsuo et al. (1974) have proposed a model to describe
this phase, in which the boundary layer fluid is not trapped but a separation
bubble of fixed size is carried along with the reflected shock. In this model,
the determining length scale for h is the boundary layer thickness. In the
present experiments it was hoped that the growth of h, and possibly h0 ,
could be influenced by deliberately changing the boundary layer thickness
through increased wall roughness.

REAL GAS CALCULATIONS

The model for our calculations is basically the same as that of Mark (1958).
In accordance with the assumption that the boundary layer gas is at wall
temperature and is brought to rest relative to the reflected shock, the bound-
ary layer stagnation pressure is calculated with the Mach number M b.
U/a 1 , where a is the speed of sound in the undisturbed test gas. ]The
stgnation pressure is then computed with the Rayleigh supersonic pitot
pressure formula with the important proviso that the specific heat ratio for
the boundary layer was taken to be that after the incident shock, -f 2' rather
than y1 , the value in the undisturbed gas.

At the conditions of interest in our experiments, i. e. 4 < M < 9,
significant real gas effects occur both across the incident and te reflected
shock. The front leg of the bifurcated foot does not cause a significant change
in the composition and it turns out that this shock can be calculated reasonably
accurately by assuming y2 to be constant across it. The gas model allows
for vibrational excitation according to the harmonic oscillator model, as well
as dissociation, electronic excitation and ionization. The results of these
calculations are discussed in a later section.

EXPERIMENT

The facility used in the experiments was the large free piston shock tube T3
at ANU. The driver gas in this device is heated by adiabatic compression with
a heavy piston driven by compressed air. The temperature of the driver gas
is continuously adjustable by choosing the initial pressure in front of and be-
hind the piston and the diaphragm burst pressure. This provides the very
convenient feature (not needed in the present experiments) that initial shock
tube pressure p1 and M1 can be varied independently and continuously overii* wide ranges.

In the present experiments a sharp-nosed cookie cutter of square cross
section (4.45 x 4.45 cm) and 36 cm length was fixed at the exit plane of the
circular shock tube (7. 6 cm diameter). The cookie cutter has window
positions such that the reflected shock can be photographed at the end wall and
approximately 2. 5 and 4. 5 test section heights from the end wall. The window
diameter is approximately 6 cm, so that it overlaps top and bottom walls of
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One of the main difficulties of observing high speed shocks with window contact
is that the high temperatures encountered, especially in reflected shock work,
make it necessary to use a glass of low thermal expansion coefficient such as
quartz or one of the new ceramic-glass mixtures used for high quality teles-
cope mirrors. Since high pressures also occur, the windows also need to be
very thick and thus they become very expensive. Moreover, the modern
ceramic materials are poor in transmission and are therefore only useful
where thin windows suffice. To avoid high cost, the windows were made by
gluing a thin sheet (2 mm) of quartz onto a thick (60 mm) piece of Bk7 glass.
Since the windows are only exposed to high temperatures for a short time this
thin layer of quartz was sufficient to avoid excessive thermal stress, and the
windows served their purpose very well. Windows with ceramic materials of
a suitable thickness are now being constructed and were not available in time
for our experiments. These would enable the Mach number to be increased
considerably beyond our range.

The flow was observed by either a differential interferometer or a shadow -
graph system, in which the light source was a dye laser pumped by a nitrogen
laser. To avoid complicated alignment difficulties as well as to remove the
troublesome spatial coherence of the light, the output of the dye laser was
conducted to the focus of the input lens of the optical system by means of a
glass fibre light conductor.

RESULTS

The experiments were conducted with a fixed driver condition at three different
initial shock tube pressures in carbon dioxide and nitrogen and at a single
condition in argon.

1 Testgas M P1  Reynolds No.
1 (Torr.) Length = d/2

N 6.9 ±0.3 10 2.5 x 105
2 5.5 ±0.3 20 3.9 x 105

4.8 ± 0.3 40 6.7 x 10
5Co 8.4 ± 0.4 5 6.5 x 1052 7.4 t 0.4 10 9.0 x 106

6.1 ±0.4 20 1.2 x 106

i Ar 7.5 ± 0.3 10 7.5 x 10 4

Table 1: Experimental Conditions

Table 1 lists the conditions of the experiments. The argon shots were chosen
in such a way that no significant ionization occurs. The shot to shot variation
is indicated in table 1 by the error in the Mach number. This caused
considerable shot to shot variation particularly in the scale of the bifurcation.
The angle a was affected to a much smaller extent.
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Fig. 2: Shadowgraph of bifurcated shock in CO . M 1  6.1, pl 20 Torr.
x= 0. 54 d (d = test section height). 2

Figure 2 shows a shadowgraph of the flow in carbon dioxide at a stage where

the reflected shock is approximately half a test section height from the end
of the square tube. Although the shock system is somewhat disturbed by the
large scale turbulence behind it, the photograph shows clearly the bifurcation
with long front leg, short rear leg, contact disontinuity, separation bubble and
central normal shock. The bifurcation also occurs on the window, of course,
so that the light that passes through the centre of the testsection in front of the
reflected shock has to pass through the front leg of the bifurcation on both

windows. This is the reason for the turbulent appearance of the flow in that
region.

Figure 3 shows the calculated and measured values of the angle a . For
nitrogen, vibrational relaxation behind the incident shock is slow, so that for
M < 4 the vibrational degrees of freedom may be expected to remain frozen.
Reaxation effects may be expected to become significant, however, at least A
near the end wall when 4 < M < 6. Beyond M = 6, the relaxation distance 3
(at our density) becomes very small. The experimental results reflect this

* behaviour nicely, inasmuch as they drift from the calculated curve for
*vibrationally frozen incident, equilibrium reflected shock towards that for

equilibrium incident and reflected shock as M is increased. No change of
a with distance from the end wall could be observed. This leads to the con-
clusion that a is only insignificantly affected by relaxation. The experimentalI, values are averages over photographs taken at different axial positions in the
tube.

Similar good agreement could not be observed in carbon dioxide. The experi- I
mental points lie very significantly above the equilibrium curve in figure 3,
though at our conditions the vibrational relaxation lengths are very small, and



Reflected Shock Bifurcation 12671

no significant dissociation occurs. With the strong bifurcation occurring in
carbon dioxide, it may well be that the structure of the boundary layer, which
is not accounted for by Mark's analysis, is important.

70

a /deg 60e14 1 -fve Re

30
2

20- eRe

10

1 2 3 5 6 6 8 7 10

Fig. 3: Comparison of calculated and measured
bifurcation angles. Notation: I - incident shock, R-
reflected shock, e - equilibrium, f. v. -frozen
vibration. Ideal gas curves are labelled with y =

1.4or 1.291. , 0, -Nitrogen, p = 40,
20, 10 Torr. 0. , A, CO2$ Pi = 2o, 10,
5 Torr.

The most interesting calculations were those made for argon. No calculations
of ot are possible because the criterion for bifurcation is not satisfied for
5< M < 12. Bifurcation has been observed in argon by Kuiper and
Bers~ader (1969) and by Takano et al. (1979), and its occurrence was
explained by ionization after the reflected shock. Kuiper and Bershader also
observed the onset of bifurcation to coincide with the passage of the reflected
shock through the ionization front behind the incident shock. No bifurcation
was observed in the ideal gas.

Although the real gas effects in the calculations for our experimental conditions
were insignificantly small, definite evidence of separation can be observed in
our experiments in argon. This is shown in figure 4b close to the end wall and
figure 4a at 3 test section heights from the end wall. At this condition, the
"boundary layer stagnation pressure" ir 2. 7 p . Mark's model can therefore
certainly not be considered adequate to descrige this case.

Figures 5a and 5b show two shadowgraphs taken with nitrogen. 5b shows the
reflected shock configuration close to the end wall and 5a shows it at 5 test
section heights from the end wall. The most striking feature of figure 5a is
the considerable asymmetry of the bifurcation. This is brought about by a
slight wall roughness in the form of a triangular ripple on the upper wall of
the test section. Small shocks can be seen to emanate from these ripples. This
experiment was conducted in order to examine whether the scale of the
bifurcation could be influenced by changing the character and the scale of the
boundary layer encoutered by the reflected shock. Clearly, this is the case.
Results of a number of other experiments of this type are shown in figure 6 as
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b a

Fig. 4: Shadow graphs of reflected shock in ideal gas argon. M = 7. 5,
p = 10 Torr. a) x/d = 0.61, b) x/d = 3.09A N'ote clear evidence of boundary layer separation.

I't

tb a

Fig. 5: Shadowgraphs of reflected shock in nitrogen.
*M 1 =6.9, p = 20 Torr.

a) x/d = 0.54, smooth walls.
b) x/d = 4.9, lower wall roughened with triangular ripple,

pitch and height 1.2 mm. Note asymmetry caused by
roughness.

a plot of bifurcation size versus distance of the reflected shock from the end
wall. This shows very clearly the initial growth and asymptotic constant value
of h for the smooth wall, contrasting with the continued linear growth in the
case of the rough wall.

Similar experiments in carbon dioxide show a different behaviour, see figure n
7. Initially. the growth of the bifurcation on the rough wall is slower thanon the smooth wall, but far from the wall, the rough wall bifurcation reachest I •an asymptotic value slightly larger than the smooth wall value. The growth is
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0.6
h/d

02

/d
014

01 1 23 I

Fig. 6: Growth of bifurcation in nitrogen M =6. 9, p1  20 Torr.

1

0 - smooth wall, 0 - rough wall.

not linear in x. The evidence of these experiments seems to confirm the
suggestion of Matsuo et al. (1974) that the asymptotic size of the bifurcation
is proportional to a length scale pertaining to the boundary layer, but the

mechanism which causes the change from the linear growth to a steady state
is not clear. tI
CONLUSIONS

1. Real gas effects modify reflected shock bifurcation significantly.
2. The simple model of Mark with real gas modification gives good pre-

dictions for bifurcation of intermediate strength (e. g. N
3. For monatomic ideal gas, where theory predicts no bifurcation, definite

evidence of it can be observed in our experiments.
4. Strongly bifurcating situations (e. g. CO ) are poorly predicted by the

Mark model. 2
5. Wall roughness can have a dramatic effect on the growth and asymptotic

height of the bifurcation, but the mechanism of the transition from linear
to small growth rate is not understood.

r
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Fg7:Growth of bifurcation in carbon dioxide. Q,0, p = 20,
10, 5 Torr., smooth wall. Filled symbols -rough wali'
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DETERMINATION OF SHOCK TUBE BOUNDARY LAYER

PARAMETER UTILIZING FLOW MARKING

Th. Reese, F. Demig, W. Bbtticher

Institut fUr Plasmaphysik
Universit~t Hannover\Callinstr. 38, D-3000 Hannover, FRG

S In shock tube flow a fluid particle is marked by
laser-induced breakdown. The marking is detected
about 15 cm downstream by a schlieren arrangement.

hThe error in distance and time is less than 2 per-
cent. The particle paths are influenced by both
wall boundary layers and attenuation, the latter
being known from a shock path measurement with
high accuracy. Thus flow marking provides a mthod
to check the shock tube boundary layer models and
to determine the value of a parameter characteriz-
ing the mass loss term of.ithe free stream. The
marking measurements are compared with numerical
computations of the nonequilibrium flow starting
from the actual shock path. If the flow is marked
in the initial zone where the influence of chemical
reactions on the flow velocity is negligible simple
analytic formulae can be used instead orour
shock tube with 5.2 x 5.2 cm2 cross sedtion-we
fird that the parameter K of Yu. A. Dem'yanov has

to be enlarged by a factor of 1.8, the error being
15 percent. In chemical kinetics studies this en-
largement clearly has a considerable inflience on
the reaction rates. Measuring the particle path,
flow marking appears to be the most reliable method
to determine the boundary layer parameter.

INTRODUCTION

As is well known, chemical kinetics in shock tube flow is in-
fluenced by boundary layers and flow non-uniformity. As a conse-
quence, the temperature is substantially different from its ideal
value, a situation which all the more applies to th? reaction
rates. While the variation of the shock velocity can be measured
with high accuracy by recording the passage time of the shock
front at several laser beams (see fig. 1) one usually has to re-
sort to theoretical predictions of the influence of boundary
layers.
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Fig. 1 - Schematic of the shock tube and the arrangement for shock
speed measurement and flow marking.L 1 through L 6 are the lasers
monitoring the shock front passage. The fluid particle is marked1: at the position of L 5 and is detected by a schlieren photograph
through the window 15 cm downstream (see also fig. 2).

In the case of laminar boundary layers 
the commonly used

similarity model (e. g. refs. 1-8) yields the familiar square root
dependence of the boundary layer thickness on the distance to the
shock front. The effect of the boundary layers on the free stream
can be represented by a mass loss term at the right hand side ofthe continuity equation

Dp au=

8 x R pu (dRe[x - (1)

where p, u, d, Re, and x. are the density, flow velocity, shock
tube diameter, Reynolds number, and shock front coordinate, re-
spectively. 8 is a numerical parameter slightly different in value
for different theories. For atomic gases Yu. A. Dem'yanov I gives
8 = 2.72 while P. J. .usgrove and J. P. Appleton 2 find 8 = 2.94.
Following H. Mirels , a steady free stream is often represented
by its quasi one-dimensional analogue (varying cross section).

To take into account the influence of boundary layers on the
history of a fluid particle we used the mass loss term R of equa-
tion (1) with the value of 8 still to be determined. This seems to
be a reasonable assmption since several authors9 ,10 ,1 1 came to
the conclusion that more realistic boundary layer flows than the
original equilibrium flow nevertheless could be approximated quite
well by a similarity law as far as gas density and velocity are
concerned. The influence of shock attenuation is fully accounted A
for by measuring the shock path with a laser beam deflection

,method.
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Our investigations in ionization relaxation showed that the
effect of boundary layers is larger12, 1 3 than given e. g. by Yu.
A. Demyanovl (H. Mirels3,4 theory does not apply since maximum
plug length is not attained). This is not surprising because the
similarity model is based on idealized assumptions as for instance
a circular cross section of the shock tube with a large diameter
and non-ionized boundary layers. Since the enlargement of the
parameter 6 was inferred mainly from comparison of computed elec-
tron density profiles with ne-values measured in the relaxation
zone of shock waves, we wanted to control this finding by a direct
measurement.

To this purpose, we marked a fluid particle by a laser-
induced gas breakdown and detected this small cloud of excess
ionization some ten centimeters downstream by a schlieren arrange-
ment. The result is a value of the mean flow velocity. In case the
experiment is performed entirely within the initial relaxation
zone (heat bath region) it can be evaluated utilizing an apprcxi-
mate formula for the particle path to yield the value of e loun-
dary layer parameter B. Otherwise numerical computations $- of
the unsteady flow under the influence of the boundary layers
represented by equation (1) have to be carried out.

APPROXIMATE FORMULA FOR PARTICLE PATHS UNDER THE INFLUENCE OF
BOUNDARY LAYERS AND SHOCK ATTENUATION

In order to determine the boundary layer parameter of equ.
(1) by flow marking one has to calculate particle paths. In prin-

ciple, this has to be done by numerical computation since the un-
steady non-equilibrium flow equations comprising the rate equa-
tions12,13 are far too complicated to have solutions in closed
form. If, however, the marking point * and the detection point 1
(see fig. 2) are within the initial relaxation zone where the in-
fluence of the chemical reactions on the flow is negligible simple
approximate formulae can be used instead. For ionization relaxa-
tion in kryvton this heat bath region extends to ionization degreesI of some 10 , that is to about one third of the relaxation time
for Mach 10 shock waves.

ti particle path,.-
4 Fig. 2 - x-t-diagram

of flow marking (cur-
At vature exaggerated)

* ,marking by laser-
t ' shock induced breakdown

M_ __ pth 0 detection of mar-
. *ked fluid particle.

In the approximate formula (3) the coordinate x is given as a
function of the particle time

T = t - to, (2)

which is the time elapsed from the instant the particle entered
the shock front at the point x 0 (see fig. 2). Mathematically
speaking this function is not analytic since the expansion does
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not proceed in integer powers of T, which is due to the structure
of the boundary layer term R of equ. (1),

X .o 3/2 + (A2 + A 3 a) T' (3)

u0 denotes the flow velocity at the point (x0 , to ) of entry and
has to be calculated by means of the Rankine-Hugoniot relations
from the shock velocity u at this point. The shock velocity is
determined from the shock path which in turn is based on the pass-
age times of the shock front at eight laser beams (see fig. 1).
For the evaluation of flow marking experiments it is sufficient to
find a local parabola passing through the laser deflection stations
L 4, L 5, and L 6, and to determine the value of a local attenuation
coefficient a .= (dus'dx)/us, measuring the instationarity of the
shock path. The influence of the boundary layers is represented by
the parameter

=(4)

which is part of the mass loss term in equ. (1).

The coefficients Al, A2 , and A3 have to be calculated from
u0, us , the density P0 , and the sound speed a0 at the entering
point Rankine-Hugoniot values),

2

(/20 4 a.
Al =(u - u0 )/2A with A = - - -U0U

s~lo +USo 0

:mh 92 l h s aA2 = 3 -+ a + 3 U1- ) A (6)

U 2 +a 2  8
A3 = Us0 (A SO +  18p )(7

A, : +1 o  "uz K+I P-) (7

( s /cv denotes the ratio of specific heats, p, and af are the
densi1y and the sound speed ahead of the shock.

Our method to determine the boundary layer parameter 8 by
flow marking can now be made clear; marking * and detecting
means to fix two (x,t)-positicns of a fluid particle on its path
(see fig. 2). Each position has to fulfill the equ. (n) for the
particle path. The correspording two equations serve to determine
the following two unknowns,

1) the time to of shock front entry,

2) the boundary layer parameter a = Vd-Re.

I This approach is in a sense complementary to that of refs. 15

through 17 where the shock path is predicted by an ab initio
calculation of the shock tube flow. Fr vanishing boundary layers
(8 = 0; only shock attenuation) equatio (3) is in conformity with
the shock expansion theory of H. Mirels and also with the corre-

t Details of the derivation and related physical qL..ntities will

be published elsewhere j4.
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sponding exquatiuns of P.C.T. de Boer and J.A. Miller6 . Since
H. Mirels' boundary layer expressions apply to the case of con-
stant plug length only, which we do not assume, merely asymptotic
agreement can be stated.

PRINCIPLE OF MEASUREMENT

In the shock tube plug a fluid particle is marked by a laser-
induced gas breakdown. The resulting small cloud of excess ioniza-
tion travels with the flow and can be made visible by a schlieren
arrangement some tube diameters downstream due to the change in
the refraction index. The flow is marked at the station XL at the
time tL (see fig. 2). At time tD = tL + At the marked fluid part-
icle is detected at a distanceD downstream at the station xD by a
schlieren photograph (compare fig. 3, too). The particle patR bet-
ween these two stations cannot be visualized. As has been snown
in the preceding paragraph, however, two points of the particle
path are sufficient to determine the boundary layer parameter.

By varying the time tM relative to the passage time of the
shock front at xL the flow can be marked at arbitrary distances
behind the front. In this way mean values a = D/At of the flow
velocity can be measured at different parts of the plug. For steady
shock waves one should be able to check the limitation of the
similarity assumption for the boundary layers, too.

FLOW MARKING IN SHOCK TUBES

j The shock waves are generated in a hydrogen-driven diaphragm
shock tube of 6 m length and a quadratic cross section of
52 x 52 mm2 (see fig. 1). Before filling it with test gas it is
evacuated to a rest gas pressure of about 6 • 10- 6 Torr.

The shock path is measured by a laser beam deflection method.
Eight equidistant beams of He-Ne lasers cross the shock tube per-
pendicular to the flow direction and will only illuminate the
photodiodes if the beam is deflected by the shock front passing.
The amplified signals of the diodes start and stop a 7-channel
10 MHz counter, displaying the times Atj between two successivepulses. The maximum error in the determination of a single timeinterval is ± 0.2 %. The distance between two laser beams can be

determined with an error < 0.1 %.

For our numerical computations of the ionization relaxation1 2 , 13

we fit a polynomial to these data, since for relaxation times of
about 100 Us values of the shock velocity enter the computation
belonging to a running distance of about 2 m. Usually a polynomial
of degree 3 or 2 gives the best fit, as might have been expected,because the shock front first accelerates due to the finite open-
ing time of the diaphragm and then decelerates due to friction.
For the evaluation of flow marking experiments, being locally con-
fined, however, we use a parabolic interpolation b :tween the laser
stations L 4, L 5, and L 6 (see fig. 1). The error of the shock
speed is ± 0.3 %, its attenuation coefficient & is typically
2 % m

As has been mentioned in the previous paragraph the flow mark-
ing is achieved by a gas breakdown which is generated at the shock
tube axis by focussing the radiation of a q-switched 100 MW ruby
laser (see fig. 3). Part of the laser light illuminates a photo-
diode which starts a 10 MHz counter. The counter is stopped by the
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signal of another photodiode which detects part of the light
emitted by a second q-switched ruby laser. This laser is the back-
ground light source of a sensitive schlieren arrangement by means
of which the marked volume is photographed about 15 cm downstream
of the breakdown. The two laser pulses have a half width time of
30 ns.

[VHE-N LASERj2
'Rom Os POCEKES CELL IMAGE PLANE

FROM 03 ISC LEREN STOP 82
MUST LASER

Moro DIODE Fig. 3 - Shock tube section
with marking by laser-

I induced gas break down and
-- 4-- :detection of marked fluid

oi particle by a schlieren
arrangement. For the loca-

LSO tion of the shock tube
section see fig. 1.

STOP of
H1OWOME IL 2

RUOM LSER U

1I
Measured data are the time At between the two laser pulses

and the distance D covered by the marked fluid particle which is
obtained from the schlieren photo (see fig. 4). The maximum error
for At is about ± 0.5 % while D is measured with an error of about
± 2 %. The investigations were carried out with krypton at a test
gas pressure of 10 through 20 Torr and Mach numbers of 8 through
11. In a series of measurements the flow was marked at labtimes tM
ranging from 6 to 250 us (see fig. 2). Only in case the flow is I
marked near the shock front the latter will be photographed to-
gether with the marked fluid particle, as is shown in fig. 4.

Fig. 4 - Schlieren
photograph of the
shock tube flow behind
the shock front which
is to be seen as a
narrow line. The
schlieren image of
the marked fluid part-
icle is on the left
hand side.
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RESULTS

Fig. 5 gives an overview of ten successive marking expriments
with test gas pressure of 12.0 Torr (numbers 1532 through 1541).
The Mach number Ms at the station xL of the marking laser varied
only by ± 0.5 %. The diagram shows the measured mean flow velo-
city U = D/At normalized to the shock velocity us vs. the time tM
elapsed between shock front passage and marking at the station xL
(compare fig. 2). For comparison the broken line indicates the
normalized value of the flow velocity u 2 immediately behind the
shock, calculated by means of the Rankine-Hugoniot relations.
Clearly, the flow velocity deviates substantially from the value
it would have without the influence of boundary layers and shock
attenuation.

Fig. 5 - Measured
values of the
normalized mean
flow velocity

. . . . .. . . ... . . . . . V/us  vs. time tM
,o N 7.Urw after shock front

passage. Plotted
ao o are 10 successie
Q0. experiments, all

at test gas pre-
___, ssure of 12 Torr

and practically
equal Mach number
10.0 at laser 5.

U . For comparison,

__X_ the broken line
a ' 'x 0 W W O 202X20 gives the norm-A[ alized flow velo-

I city immediately

behind the shock
front.

This deviation is large for marking experiments far off the
shock front and tends to a constant value for marking near the
shock front. The reason therefore is that the mean velocity is I
determined over approximately the same time interval At of about

80 ps for all shots. If it were possible to mark the flow immed-
iately behind the shock front the resulting asymptotic mean velo-
city would be I {u2 + u(At)} > u2 since u(At) > u 2 due to boundary
layer influence.

Because we measure mean velocities and the flow is unsteady
the upper curve of fig. 5 cannot be viewed at as the velocity
graph of one fluid particle. For the evaluation of a marking
experiment one has to determine the time t at which the marked
fluid particle originally entered the shoc front (see fig. 2).
One can imagine that even this partial result depends on the cur-
vature of the shock path, i. e. the attenuation. For experiments
within the heat bath region of the flow the evaluation can be!I
carried out with equation (3) for the particle path (compare sec-
ond paragraph). If the experiment extends- to a region where the
chemical reactions have a marked influence on the flow velocity
numerical computations of the non-equilibrium flow with different
values of the boundary layer parameter 8 have to be performed,
instead. Since the shock path is already determined the value of
8 is varied in order to find a particle path through the points
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and ® of fig. 2. For the details of the numerical computation of
ionization relaxation sge refs. 12 and 13 radiation cooling is
now accounted for, tool' .

The present measurements allow the conclusion that in a shock
tube of conventional surface quality the actual boundary layers
are thicker than predicted by existing similarity models. For our
shock tube we find a value of the boundary layer parameter 8 of
4 .8, the error being 15 per cent. This finding agrees with a
conclusion we draw from relaxation measurements in shock heate
krypton. In order to achieve agreement between model computations
and measured values of e. g. the electron density a boundary layer
parameter of about the same value had to be taken. The correspond-
ing theoretical value of Yu. A. Dem'yanov1 is 8 = 2.72, i. e.
smaller by a factor of 1.8. P. J. Musgrove and J. P. Appleton 2 use
a different velocity profile and predict 8 = 2.94 which is smaller
by a factor of 1.6. - Experiments which extend to a larger range
of parameters are in preparation.

CONCLUDING REMARKS

Possible reasons for the stronger influence of the shock tube
boundary layers on the free stream may be the uneven surface of

kthe tube wall and the remaining small irregularities of the tube
(< 50 um) due to the windows. Also, the similarity model of the
boundary layers is based on idealized assumptions as for instance
a circular cross section of the shock tube with large diameter,
equilibrium and steady flow.

The side wall boundary layers of a shock tube can be determ-
ined under unsteady non-equilibrium conditions by taking into

jaccount also plasma processes. The drawbacks of wall irregularities,a quadratic cross section (well suited for diagnostics), residual

gas, impurities, and a possibly curved shock front etc., however,
cannot be overcome totally and limit the accuracy with which the
free stream properties can be predicted. Therefore, it seems to be
appropriate to accept the form (3) of the mass loss term as a
practical approximation and to use a tube specific value of the
boundary layer parameter.
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STABILITY LIMITS AND TRANSITION TIMES OF WAVE-

YINDUCED WALL BOUNDARY LAYERS
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The study concerns theoretical analysis of stability
and experimental investigation of transition for
laminar wall boundary layers developed within plane
expansion waves and behind shock waves traveling
into gas at rest. The stability analyses involved
approximate methods for critical stability Reynolds
numbers, numerical integration of the Orr-Sommerfeld
equation, and a multiple-scales perturbation tech-
nique for unsteady boundary layers. In the experi-
ments several techniques were used detect tran-
rsition. Expansion-wave transition tires measured

are typically five times larger than reported byma e
previous investigators. Shock-wave transition times
are generally in close agreement with previous re-
sults. Most of the transition times are less than
critical stability values from linear theory.

1. Introduction

Transition time data for the shock-wave boundary layer have
been obtained by a number of previous investigators (e.g. 1-5).
All shock-wave transition Reynolds numbers of past investigations
are below the critical stability values calculated by Ostrach and
Thornton (6) from linear stability analysis. Boundary layer tran-
sition within the expansion wave (Fig. 1) has apparently been pre-
viously studied by only two investigators (1,7). Chabai (1) used
thin-film surface thermometers and Mack (7) used an interferometer
to detect transition. Transition times measured could not be cor-
related with any particular Reynolds number.

The present paper presents experimental results for expansion-
wave and shock-wave boundary-layer transition obtained using thin-
film surface thermometers, surface hot-film anemometers, and a hot-
wire anemometer within the boundary layer. Also presented are re-
sults of a stability analysis of the expansion-wave boundary layer.
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A more detailed account or thework is given in Ref. 8.

2. Stability Analysis of Expansion-Wave Boundary Layer

The expansion-wave wall boundary-layer is assumed to be a thin,
laminar, two-dimensional, unsteady, compressible, perfect-gas boun-
dary layer developed within an ideal centered expansion wave which
is plane and isentropic. Previous theoretical analyses (9-13) and
experiments (1,12,13) confirm this base-flow model except for non-
centered wave effects (11-13) herein neglected. The inviscid
perfect-gas flow then depends only on the similarity variable S =

1 + (x/aot) where ao is the sound speed of the initial gas at rest
(Fig. 1). For conditions considered the wall temperature change is
very small and can be neglected (10). The mean boundary-layer flow
is then described in terms of S and a normal similarity coordinate
n defined by

n= (V 0 )-1/2 f (P/P°)dy
where v = I/p is kinematic viscosity, T = St is the time after wave-
head arrival at station x, and y is normal distance from the wall.
Solutions for streamwise velocity u (along x) and temperature T in
the boundary layer are given in Refs. 9, 10, and 13.

The preceding base flow model is inherently unsteady as well
as nonparallel in space. The usual approach to stability analyses
of such unsteady flow is to assume the stability is quasi-steady,
i.e. that the disturbance field depends only on the instantaneous
velocity profile etc. of the mean flow and not on the mean flow time
derivatives. This requires disturbance characteristics times to be
much smaller than the time characterizing changes of the mean flow.
It is shown (8) that the expansion-wave boundary layer is near quasi-
steady for stability over a wide range of conditions. Accordingly,
the present stability analyses mainly assumed a quasi-steady, quasi-
parallel (QSQP) model.

Close to the expansion wavehead S is small (S increases from
0 at the wavehead to 1 at x = 0) and the flow is essentially in-
compressible. Assuming a two-dimensional Tollmien-Schlichting dis-
turbance field the governing equation for the linear stability of
this QSQP model is then the classical Orr-Sommerfled equation (8,14).
The associated eigenvalue problem was solved numerically (8) to ob-
tain the neutral stability curve for S = 0, i.e., at the expansion
wavehead. The boundary-layer in this case is identical to the ini-
tial boundary layer on a semi-infinite flat plate undergoing con-
stant acceleration from rest. The mean velocity profile at S = 0
is given by (10) 2

u - (lf1i+ erf c + T -e
u +U e2 D1 V T

The numerical method used (8) integrated inward from outside the
boundary layer to the wall, and orthonormalization was necessary.
Neutral stability eigenvalues were calculated for chosen values of
Re6, = Ue6*/ve where 6* is the local displacement thickness and
subscript e denotes local inviscid flow conditions. The resulting
neutral stability curve is shown in Fig. 2. The critical or mini-
mum Reynolds number Re6, for stability is found to be 25,488.

Obtaining the entire neutral stability curve is unnecessary j
if only Re6,cr is required. For Re6,c, only, an approximate method
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developed by Lees (15) for compressible boundary layer flows was
used (8) for the QSQP model. Figure 3 shows the calculatea vari-
ation of critical Reynolds number Reec r based on momentum thick-

ness 6 with similarity variable S. For S = 0, Lees' method gives
Recr = 26609, k = .4039 and w cr = .0728. These values com-

pare well with the numerical Orr-Sommerfeld values of Re6,cr =

25,488, k = .4022 and w = .0773 (k and w are dimensionless wave-

number and angular frequency eigenvalues).

The preceding stability analyses assume a QSQP base flow. The
nature of the expansion-wave boundary layer permits perturbation to
obtain more accurate results for small departures from the limiting
QSQP model (8). The method used (8) extends the method of multiple
scales used in Ref. 16 to account for spatial non-parallel effects.
In the present study both slow time and streamwise space variations
of the mean flow are included. Numerical application of the analy-
sis is presently underway.

3. Experimental Apparatus and Program

The apparatus used is a 1.5 x 5 inch internal cross-section
tube sealed by a diaphragm from the surrounding room air. For ex-
pansion waves the tube was pressurized above atmospheric or room
pressure. In this case the tube flow discharged to the room, usu-
ally through a sonic-flow orifice plate. For shock waves the tube
was partially evacuated and functioned like a shock tube of infinite
area ratio with a driver pressure or one atmosphere. All experi-
ments used dry bottled air. The tube walls are steel, Kanogen
nickel plated, and relatively massive to minimize transient vibra-
tions (wall thickness 5/8 inch). The interior surface roughness is
less than 20 u-inch rms. The transition experiments were done using
the boundary layer developed on the 5-inch sidewalls of a special
4-foot test section having 3.5 ft of polished surface free of any4 ' inserts or steps.

Transition was detected mainly with surface or flush mounted
hot-film anemometers (Disa 55A90) consisting of a nickel film on
the plane end surface of a .18 7-inch diameter quartz rod. Confirm- I
ing transition data were obtained with ahot wire (Thermal Systems
Inc.) immersed in the boundary layer. The surface hot-film ane-
mometer was found to give a much more sensitive indication of tran-
sition for expansion-wave flows than a surface thin-film resistance
thermometer. Local surface static pressures were measured with
Kistler 603A piezoelectric transducers. The transition instrumen-
tation was located within 6 inches of one end of the 4-foot test
section. One 5-inch sidewall contained two hot films, flush mounted !
in .187-inch diameter holes, with one film mounted 1.75 inches off
the centerline (.75 inches from the corner) to observe possible
corner effects or transverse variations of transition. The oppo-
site wall contained a 2-inch diameter plug, machine ground and
plated in position, which carried the hot wire probe on the wall
centerline.

For the expansion-wave boundary layer, transition times were
obtained at distances of 2.17, 4.60, and 8.17 feet from thedia-
phragm over a range of initial air pressure Po from 35 to 145 psi.

For the shock-wave boundary layer, transition times were measured
_ at 7.5 feet from the diaphragm over a range of Po from 1 to 7 Psi.
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4. Experimental Transition Results for Expansion-Wave Flow

Figure 4 shows typical oscilloscope recording of outputs from
the flush hot-film anemometer (FHFA) on the wall centerline and the
hot-wire anemometer (HWA) located at y = .022 inches from the oppo-
site wall centerline for the expansion-wave boundary-layer flow at
4.6 ft from the diaphragm. The initially smooth hot-film output
undergoes a large and near step-like increase when transition occurs
because it essentially responds to the local surface shear stress
or skin friction (8). Following this step-like increase the ini-
tially smooth hot-film trace has a pronounced random fluctuation
indicative of turbulent flow. Coincident with the sharp increase
in the hot-film output at transition, the hot-wire output decreases,
which is attributed to a reduced local mean velocity due to sudden
thickening of the boundary layer on transition. The two transition
times (obtained on opposite walls) are obviously in very close
agreement, which was typical.

Figure 5 shows oscilloscope recording of outputs from the two
flush hot-film anemometer probes, one located on the wall center-
line and the other .75 inches from the corner, for the expansion-
wave flow at 8.17 feet from the diaphragm. Transition occurs ear-
lier at the corner probe location. This behavior was typical at
the higher pressures used (po). At the lower pressures, both probes
indicated essentially the same transition times. The reason for
this transverse difference in transition times at higher pressures
is nct understood, but it is noted that the 1.5-inch top and bottomwalls of the test section are significantly rougher than the pol-

ished 5-inch sidewalls.

Another feature of the corner probe is that at certain condi-
tions it showed early transition followed by relaminarization before
indicating permanent transition to turbulent flow. This behavior,
which was generally not observed on the wall centerline, is illus-
trated in the record of Fig. 6. The occurrence of this turbulent
"slug" followed by laminar flow was very reproducible. It occurrcd
only at intermediate pressures, depending on the x location, and
the second laminar region rapidly shrank and disappeared as the
pressure level was increased.

Table I gives typical measured transition times for the ex-
pansion-wave boundary layer obtained from the centerline and corner
hot-film probes. Occurrence of the relaminarization phenomenon is
so noted. The observed transition times increase with distance x s
from the diaphragm and decrease with increasing initial pressure
Po. The particle path lengths to transition for most of the ex-
periments are less than the 3.5 feet of clear polished surface of
the test section. The transition times at xs = 4.6 feet are almost
constant for po < 55 psi. This is possibly due to the particle path
length for "natural" transition being larger than 3.5 feet for these
conditions, and transition thus possibly being initiated by the in-
evitable small step or discontinuity at the junction of the test
section and the adjoining tube section (all such steps at section
junctions were less than .002 inch). For xs = 8.17 feet and
po 92 psi transition did not occur until shortly after the re-
flected wave had reached the probe station. In general, the tran-
sition times observed are about five times greater than those re-
ported in Ref. 1 for nitrogen.

Figure 8 illustrates the expansion wave transition data for
the wall centerline in terms of local Reynolds number Re 6 Ue 6 */ve
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at transition versus similarity variable S. The calculated critical
stability curve for Re6,CR (from Fig. 3) is also shown. Most of

the experimental points lie below the stability curve and tend to
show an opposite trend with S.

5. Experimental Transition Results for Shock-Wave Flow

The shock-wave boundary-layer experiments were limited to weak
shocks and were done primarily for comparison with previous studies
as a basic check on the experimental technique and apparatus. The
oscilloscope record of Fig. 7 shows outputs from the two hot-film
probes at 7.5 feet from the diaphragm for a shock Mach number of
1.18. Transition is identified as the second steplike increase
(the center probe also shows a brief early transition and relami-
narization in this record). It will be noted that the corner probe
in this case indicates a later transition than the centerline probe.
This behavior was typical, and is just the opposite of what was cb-
served for expansion-wave flow. The present centerline data and
those of previous investigators are summarized in Fig. 9 which shows
transition Reynolds number RexTR as a function of Tw/Te = wall to

free stream temperature ratio. RexTR is based on the distance of

transition from the shock wave and on local inviscid velocity and
kinematic .iscosity, the velocity being that for shock-fixed coor-
dinates. The critical stability curve for RexcR (Ref. 6) is also

shown. Most of the data fall below the stability curve. The pres-
ent data agree rather closely with the results of Thompson and
Emrich (5) and tend to show the opposite trend of RexTR with Tw/T e

than indicated by the stability limit.

6. Concluding Remarks

The present study has analyzed theoretically the linear sta-t' bility of the expansion-wave boundary layer and experimentally de-
termined transition occurrence in both expansion-wave and shock-
wave boundary layers. Transition times measured for the expansion-
wave flow are much greater than values reported by previous inves-
tigators. However, most of the transition times are still less
than the calculated critical stability limit. The present shock-
wave transition data are in close agreement with previous data of
Thompson and Emrich (5), but mostly the transition Reynolds numbers
are again less than the calculated stability limit. For both shock
and expansion-wave boundary layers it thus appears that transition
is determined by effects or mechanisms not accounted for in the
linear stability analyses which have been done.
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YX = 2.17 ft X S = 4.6 ft XS = 8.17 ft

Po(psi) CENTER CORNER CENTER CORNER CENTER CORNER
PROBE PROBE PROBE PROBE PROBE PROBE

45 11.15 11.25 13.8 13.0 16.9 15.25

65 8.85 4.65 10.9 Relam.* 15.65 14.90
5.75/10.3

85 5.7 3.75 8.0 5.0 12.15 6.50

105 4.9 Relam.* 6.2 4.9 7.50 5.75
1.90/3.5

115 5.0 1.80 6.05 4.6 Relam. 5.45I 5.75

125 3.25 1.90 5.95 4.5 4.75

145 3.1 5.3 4.35 4.4

TABLE I. TYPICAL EXPANSION-WAVE TRANSITION TIMES (MILLISECS).
SINITIAL TIME/FINAL TIME

X

Fig. 1 Centered Expansion-Wave Flow

m l n i l l mm. m mm l l m m m mm •7
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Fig. 4
Expansion-Wave Boundary Layer
Record. Po = 45 psi, xs = 4.6
ft. (a) pressure, 10 psi/cm,
2 ms/cm (b) HWA at y = .022 in,

a 2 v/cm, 2 ms/cm, Ro = 6.95Q,
a = .5 (c) FHFA at center, .5
v/cm, 2 ms/cm, Ro = 13.1s, a =

b .5. (xs = diaphragm distance,
a = overheat ratio).

C

Recrd.Po Fig. 5 81
Expansion-Wave Boundary Layer

SRecord. Po = 95 psi, xs = 8.17

a 'ft. (a) pressure, 20 psi/cm,
2 ms/cm (b) FHFA at corner, .5
v/cm, 2 ms/cm, Ro = 11.12Q, a
- .2 (c) FHFA at center, .5
v/cm, 2 ms/cm, Ro = 13.1Q,
a = .2.CI

Fig. 6
Expansion-Wave Boundary Layer
Record. Po = 65 psi, xs = 5 ft.
(a) pressure, 10 psi/cm, 2
ms/cm (b) FHFA at corner, .5
v/cm, 2 ms/cm, Ro = 15.4o,
a = .5.

b

Fig. 7
Shock-Wave Boundary Layer

Record. Po = 377 mHgceted ~7.5 ft, Ms =1.18. (a)xHFA
at corner, (b) FHFA atcenter,

(c),(d) pressures at x I
a 10.58, 7.63 ft. HFA .1 v/cm,

a = .2. pressures 4 psi/cm.
Sweeps 1 ms/cm.
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AN ACCURATE DETERMINATION OF THE THERMAL CONDUCTIVITY

OF ARGON AT HIGH TEMPERATURES.

A. Hirschberg*, P.J. Vrugt, J.F.H. Willems, M.E.H. vanDongen

Laboratory for Fluid Dynamics and Heat Transfer, Depar'tment of Physics

\Z Eindhoven University of Technology, Eindhoven, The Netherlands

A method is described to obtain the thermal conductivity of
a gas from laser-schlieren measurements of the density grad-

ient in the end-wall thermal boundary layer of a shock tube.

The pressure increase after shock reflection is taken into
account. Attention is given to the contribution of higher
order derivatives of the refractive index to the schlieren
signal. Data on the thermal conductivity of argon are
presented for temperatures from 1500-2100 K and from 5000-

6500 K. They appear to be about 3% lower than the values
based on the intermolecular potential of Aziz and Chen, which4i; is attributed to the influence of side-wall boundary layers.

I INTRODUCTION

In the past many attempts have been made to obtain quantitative informat-
ion on the heat conductivity of non-ionized gases by means of shock tube
experiments. Such studies are based on the investigation of the end-wall
thermal boundary layer. This boundary layer is induced by the heat flux from
the hot gas in the reflected shock region to the wall. The analysis of the flow

is simplified by the fact that viscous effects are negligible. The boundary
layer structure is well described by a one-dimensional model if the tube cross
section is large enough compared to the boundary layer thickness.

Two different approaches have been followed in order to obtain thermal
conductivity data from shock reflection studies. The first one was based on
measurements of the heat flux to the wall by means of thin metal film1< temperature gauges. From reviews by Saxena' and Vrugt2 one can conclude that
measurements of this type will not yield thermal conductivity data at high

temperatures within error bounds less than 15%.

The alternative approach, initiated by Smeets 3 and Bunting and Devoto,
is to determine the boundary layer structure itself by optical means. Although
the method is much more promising as has been shown by Kuiper , Ewald and
Gr6nig' and Vrugt2

, their results have inaccuracies not less than 10% so far.

Much progress has been made in the knowledge of thermal transport

properties of the noble gases in particular for temperatures below 2500 Kr .
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Above that temperature the shock tube is still the only possible
source of data so that is is worthwhile to improve the shock tube

method.

PRINCIPLE OF THE METHOD

In order to find the thermal conductivity, we followed the procedure of
determining all terms of the energy equation, as proposed by Ewald and Gr6nig .

It appears to be sufficient, for a given shock Mach number M and for initial
conditions (pi, TI) to measure the density gradient in the outer part of the
boundary layer and the time-dependent end-wall pressule. In a previous paper8

laser-schlieren measurements of the density gradient for moderate Mach numbers
and argon as testgas were found to be in good agreement with theoretical values
based on the accurate thermal conductivity data of Chen and Saxena7 , when the
pressure increase of about 10% within I ms was taken into account.

We start from the assumptions, that the gas is monatomic and behaves
calorically perfect; the boundary layer approximation is assumed to be valid,
so that the pressure depends only on time. Temperature T. and density p. out-
side the boundary layer vary isentropically with pressure p, starting from the
ideal Rankine-Hugoniot values just after shock reflection. Then, the
conservation laws of mass and energy can be brought in the following form:

LT+u T 'P +
T t T x t + x (1)

T +T = -1 P - 1_q (2)
T t T xt p (x

j where subscripts t and x denote differentiation with respect to time and space,
and with q denoting the heat flux, which equals -ATx, IA being the thermal I
conductivity. An explicit expression for the velocity u can be found by
equating the right hand sides of eqs. (1) and (2) and integrating the resultingexpression with respect to the space coordinate x starting from the wall at

x = 0:

U2 IT 315 p x 5 p 5 -3tx (3)

Subscript i is used here to indicate the interface between gas and wall. The
next step is to substitute the velocity of eq. (3) into the energy equation(2)
which is somewhat rearranged to give:

T + Td\Tx Tx = s1 R(Tt + 2 qi _ Pt Pt (4)
Tx A dT T T 2 T T - - -x P p TX)

Since the temperature itself cannot easily by measured it is advantageous to
rewrite eq. (4) in terms of p and p. With the notationv for T/X dX/dT, and
using the isentropic relation 1pt 1 - a /at, we finally obtain:

X [(p - P )/P +. i/P "+p/p((x + (P - PCo)/Px) (5)
PRxx/P x - (I + V)px/p]

This expression is used as the basis for the determination of X. Nearly all
terms can be determined experimentally. The a-priori unknown exponent v can be
found by means of an iterative procedure. In practice, however, an approximate
knowledge of v is sufficient, because pxx appears to be the dominant term in I
the denominater for the outer part of the boundary layer.

The effect of the time dependent pressure is most pronounced in the
leading density term. The time derivative of the pressure appears to give a
minor contribution to X, at least for our experimental conditions. The experi-
mental determination of the density and pressure terms is described in the
next section. The heat flux qi has not been measured, but has been evaluated
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theoretically. This is possible, because the heat flux qiis mainly determined
by the thermal conductivity in the cold gas region close to the wall, where the
thermal conductivity is very well known. The qi/p term is of equal importance
as (P - Po)t/Px . The influence of the time-dependent pressure on the heat flux
was taken into account by applying a local similarity approach, which is

described in appendix B.

EXPERIMENTAL PROCEDURE

Most experiments were performed in a 10 x 10 cm 2 shock tube at an initial
testgas pressure of 667 Pa, which was measured by means of a micro-manometer
with an accuracy better than 2 Pa. The impurity level of the argon testgas,

mainly caused by leakage and outgassing, was less than 2.10 - 4. The end-wall
pressure was measured by means of a piezo-electric transducer (Kistler 603 B),
which was calibrated dynamically.

The boundary layer structure was determined by means of the laser-

schlieren system of figure I. The laser beam (Spectra-Physics, helium-neon

laser model 120.) is positioned

0: rmm parallel to the end wall with a
rpossible uncertainty in position of

+ 6 pm. The beam undergoes a

0 schlieren deviation $ which is in

test sctionfirst order proportional to the

L density gradient: $ = KPxL, K
being the Gladstone-Dale coefficient

0-1s i and L the width of the test-

-light section. For K the value of i
beamn 1.582 10- ' m'kg- ' was taken. This

schlieren deviation is measured by

d -detection means of a photodetector con-
z sisting of two semi-circular

sensitive areas positioned at
z = zd. Before each experiment,
the system was calibrated by

moving the detector in the x

Fig. I. Sketch of the laser- direction.

schlieren set-up and definition
of the reference frame. Several precautions were taken

in order to reduce the contribution

of the higher order derivatives of

the density to the signal. The
laser beam was imaged in the test

section, and the laser beam waist w , i.e. beam width between the e-1 points

at its smallest cross-section, has geen chosen such that

('/'< (k/21 2
0oL

k being the wavenumber of the laser light. The upper bound corresponds to a
minimum laser beam width at the entrance and exit windows, and the lower bound
to a minimum width averaged over the test-section. Further, the position of the
waist was chosen at a distance L/6 in front of the shock tube axis. As is shown
in appendix A, the contribution of the second density derivative to the signal

is then made as small as possible. The contribution of the higher order density
derivatives to the signal was estimated by means of a wave optics analysis

1 3,

the result of which can also be found in appendix A.

RESULTS AND DISCUSSIONS /

The heat conductivity data were obtained from two series of experiments, >1
each consisting of seven runs. The temperature range covered by the first

7 I ____________ll_
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series was chosen between 1500-2000 K, so that the thermal conductivity values
could be compared with the independent accurate data of Chen and Saxena in
order to investigate the reliability of the method. The second series should
yield new data in the range of 5000-7000 K. For both series, the distance of
the laser beam to the wall was varied approximately between 0.6 and 1.4 nun. The
initial testgas pressure was 667 Pa. The recorded end-wall pressures for both
series of experiments are shown in figure 2.

Fig. 2. Recorded end-wall pressures.
(a) Series I, average Mach number

Ms = 3.9.
(b) Series 2, average Mach number

Ms = 5.3.

1.10 110

1L8t05

0 00 1A0O 600 800 1 00 0 200 400 t4t]600 Soo 1000

(a) (b)

The data on the density gradient as a function of time and space were
reduced by introducing a boundary layer coordinate s, and a reduced density
gradient F defined by:

s - x /(astY2, and F p(ast2 /p,
m x

where a5 and Ps are the thermal diffusivity and the density evaluated at the
ideal Rankine-Hugoniot state behind the reflected shock wave. To calculate I
a5 = 5/PSCp the following expression for Xs was used: X5 - Xref(Ts/Tref) 0 '8 ,

with Xref - 0.0568 Wm-'K - , and Tref = 1500 K.

The data of each series appeared to show a selfsimilar behaviour; all

experiments within one series could be well represented by a single curve. By
linear regression, a 6th order polynomial in s- was fitted to the F(s) data
of each experiment. Then corrections were made for the 3rd order derivative of
the density by substituting this polynomial into eq. (A6). In fig. 3, the final
average F(s) curve is shown for series I, together with the result of a single
experiment without and with correction for the third derivative of the

P refractive index n3. It should be noted, that the example given here is a
rather extreme one, the distance to the wall being 0.4 mm, while the beam width
is approximately 0.2 mm. Once the corrected F(s) curve is found, this relation
is used to evaluate the relevant terms of eq. (5), which can be rewritten in
the form s/2 +I&qi( t2 3 + I/F)I

= Xp a pt) (6)

P5 F /F - (I + v)F P5/P

with Fds ( + ,T =p/ s  d"F
wihI £ Fds, + I, T -p/PR, F -Ps ps s k
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0.3

M: 2.820; R:667Pa
ox = 292 K

o,,[XA=omm ;zj L13

- average seriesl

0.2 (0.56mms.Xmc1.21mm)

LL

0.1

0
1.5 2.0

S

Fig. 3. Illustration of the self-similarity
of the boundary layer structure, and of the
influence of T13 on the signal.

The results are depicted in figure 4, together with the handbook values for the
thermal conductivity by Touloukian et al.' 0 , and the theoretical data of
Aziz , which are based on the intermolecular potential of Aziz and Chen .

The latter can be considered to be the best possible representation of a great
variety of experimental data. In Touloukian's data, the contribution of the
electrons and ions to the thermal conductivity of atmospheric argon is included
and causes the steepening of the slope above 6000 K. Aziz' data are valid only
for the monatomic frozen gas. Our thermal conductivity values are on the

average 3% lower than that of Aziz, which can be verified by inspection of the
detailed results given in Table I. This implies that our results are also 3%

;; 0.6,,

0.

Q2serres
A-MI L _4cm

I. 0 0
Fig. 4. Thermal conductivity Fig. 5. Comparison of the schlieren
versus temperature. data obtained in shock tube I (L -I

10 cm) with data obtained in shock

tube 11 (L - 4.2 cm).I

/ -
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TABLE I

T a X Ath T G Xth
(K) (W/mK) (WlmK) (WlmK)

1550 5.86 0.27 5.813 5000 0.127 0.04 0.1279
1600 5.80 0.25 5.938 5200 0.129 0.03 0.1313
1650 5.89 0.18 6.062 5400 0.131 0.04 0.1348
1700 5.98 0.12 6.184 5600 0.134 0.03 0.1382
1750 6.09 0.10 6.305 5800 0.137 0.02 0.1415
1800 6.17 0.06 6.425 6000 0.140 0.02 0.1449
1850 6.29 0.08 6.544 6200 0.145 0.04 0.1482
1900 6.47 0.22 6.661 6400 0.149 0.06 0.1515
1950 6.40 0.07 6.778
2000 6.53 0.11 6.894
2050 6.75 0.21 7.009
2100 7.09 0.42 7.123

Comparison of thermal conductivity A obtained by means of the present method
with the theoretical data of Azizl . y A is the standard deviation obtained on
the basis of 4 to 6 experiments.

lower than the results of Chen and Saxena obtained by means of a thermal
diffusion column method. They claim to have a possible error of 1.5%, so that
our results seem to have a small but significant systematic error. A possible
reason for such an error could be found in the influence of the boundary layers
along the side walls of the tube disturbing the one-dimensional character of
the boundary layer structure. This effect should be dependent on the shock tube
dimension. Therefore., a third series of experiments was carried out in a

smaller shock tube (II) with a test-section width of 4.2 cm. Indeed, the
density gradient found in the smaller tube is significantly lower than that of
series 1, as is shown in figure 5. A further improvement of the present method
can be expected when this influence of the side wall boundary layer is better
understood. Then, an accuracy comparable with that of the thermal diffusion
column method (+ 1.5%) should not be beyond the possibilities.

Appendix A. THE LASER SCHLIEREN METHOD

The gas density is related to the refractive index by the Gladstone-Dale
law, N = I + Kp. Assume, that the refractive index profile can be represented
by

( = + n(x - xo) + I1 2 (x - x) 2 ; o < z < L (A I)

where = N2/N2, N being the refractive index at the position of the

undisturbed central ray of the beam xo, and ni = (dil/dxi)x=xo. From
geometrical optics it is found, that the trajectory of the central ray
satisfies the ray equation.

dx _ - (A2)

Combining Eqs. (Al) and (A2) with the initial conditions Xr(o) - xo and
(dXr/dZ)xxo = 0, yields the trajectory of the central beam:

X r(z) - x 0 - ( + -j)-; 0 < z < L (A3)

and X(z) - X (L) + (z - L)nL(I + T12 2 z > L (A4)
r r n
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The signal measured by the photodetector V is proportional to xr(zd) and to the

light intensity I(o) of the beam center at z = zd. In order to evaluate the

latter, it is important to realize that owing to the presence of n2, the

boundary layer acts as a thin lens (in first approximation) with a focal length

f of (-n2 L)
- . If the beam is focused at a distance d behind the lens at

z = L/2, the aperture of the outgoing beam will be increased by a factor

(I + d/f). Then the beam intensity 10 will be proportional to (I - d/f) if

Id/fl << I, and consequently the signal varies according to

V '. (z D - L)nL (I + 2 L)(I - d
D 6 2 ( f

(I + P- L 2 )(I + p2Ld) for zD >> L (A5)

Obviously, if the laserbeam is focused at d = -IL, the terms linear in P2

vanish.

The correction for the higher order derivatives on the signal has been
obtained by means of scalar wave optics. We only give the results here, derived

for the situation that the laserbeam is focused on the shock tube axis. The

details of the calculations .re given by Hirschberg 1 3.

V % (zd -)[L w2L 3 , 2fl3 3 w2 (7 +( 2 .

(z (L\L+ 2 - - w(7+-

}~ 0o
+ Lz21 k W 2  + ....)] for TiL < k- L (A6)

00 00

For a quadratic medium, this result is equivalent with the geometrical optics

solution (A3-4), for zd >> L. I
Appendix B. HEAT FLUX AT THE WALL

In order to evaluate the heat flux at the wall, the following

approximation for the thermal conductivity was used, expressing all quantities

in S.I. units:

= 0.0172(T/2904 , 290 < T < 500; X = 0.0172(500/290)f8 (T/500 "7

T > 500 (BI)

The energy equation (2) is rewritten bij introducing the following set of

variables:
x t
fpdx', T = T/To, X = 0T , - = f(P.,Ac p)dt' (B2)

The mathematical problem then becomes:

- 0, & > 0: T = I;1 : I; = 0: T = Ti/T. (B3)

where for T. the initial wall temperature can be used. When T is constant, the

problem can easily be solved numerically, and the solution can formally be
written as:

The heat flux at the wall then is:
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qi - j (0; rlT.)/2 (B5)
i RT. E CS

The heat flux found in this way is in good agreement with experimental results
reported by Saxenal.
The isentropic variation in time of the state outside the boundary layer is
taken into account by stretching the time scale according to (B2) and by
substituting the instantaneous values of Tj/T, in eq. (BS). The validity of
this so-called local similarity approach was confirmed by analytical model
calculations for V = I and experimentally by means of measurements of the wall
surface temperature using a Pt-film gauge.
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THERMAL CONDUCTIVITY MEASUREMENT IN HIGH TEMPERATURE

ARGON BY THE SHOCK PERTURBATION AND MACH REFLECTION METHODSt

A. Cavero, K. Chung and H.N. Powell*

ODepartment of Mechanical Engineering
University of Wisconsin, Madison, Wisconsin 53706

Two methods of thermal conductivity measurement have been
developed and applied to argon in the range from 3000 to
5400 K. The shock perturbation method (SPM) employs a set
of small carefully spaced grooves in the wall of the shock
duct. The resulting weak acoustic disturbances generate aA set of weak thermal (or "entropy") waves behind the shock
which decay with time. Schlieren-photodiode detection and
rapid transient digital storage of the signals permit the
decay of these waves to be analyzed to yield the thermal
conductivity. In the Mach reflection method, (MRM) the
shock impinges on a small angle ramp. High speed (10 ns)
interferograms of the resulting tangential thermal and vor-
ticity diffusion zone permit the conductivity to be calcu-

lated from the relevant compressible flow equations in whichIuse is made of the Illingworth variable. -4n the weak tan-
gential flow regimes of interest, the coflductivity measure-
ment is independent of the viscosity value. Least square
fits of K(T) by both methods to a power law, gives

K=Ko(T/To) SPM: v=0.697±0.004; MRM: v=0.700±0.017

in which Ko = 4.25 x 10
-5 cal/cm-s-K at To = 300K. The ad-

vantages and difficulties of each method is discussed and
compared with those of other methods.

BACKGROUND j
A variety of methods have been used to measure the thermal conductivity, K,

of gases. References la,b contain an extensive critique of all previous methods.1 as well as an extensive bibliography of high temperature (>1500K) measurements
through 1977. No attempt will be made to describe these methods, but their
limitations will be summarized:
(a) ThermZ Colwnn Method: simple and elegant for non-oxidizing gases, limit-

ed by radiation effects to T<1500K.

(b) Reflected Shook Method: data reduction requires the a'priori assumption
of a power law, K '- TV, which restricts applicability to monatomic gases;
the value of v is rather insensitive to the measured variable, leading to
substantial discrepancies between different workers for the same gas.

*p-rofessor of Mechanical Engineering, University of Wisconsin.

tThe support of the National Science Foundation by Grant ENG-76-10760 is grate-
" ~fully acknowledged. -
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(c) Confined Arc Method: restricted to ionization and near ionization tempera-
tures; K(T) evaluations depend heavily on collateral information on elec-
trical conductivity and spectral emittance.

(d) Ultrasonic Absorption: restricted to monatomic gases for which a precise
value of the Prandtl number is independently known.

Against this background, let us establish criteria for an "ideal" thermal
conductivity measurement method for the range between the thermal column and
confined arc methods, i.e., from 1500K to ionization:
(a) It must be applicable to any gas, monatomic, polyatomic, etc., regardless

of oxidation-reduction chemistry.
(b) The evaluation of a K and T data pair should not only be mutually indepen-

dent, but independent of all other K, T pairs; no functional K(T) relation
should be needed.

(c) The evaluation of K should have a minimum dependence on other properties.
While thermodynamic properties are known with great precision, the capabil-
ity of specifying other properties, viz., viscosity, radiation emittance,
etc. is likely to be much poorer than the K value being sought.

(d) It should be applicable to chemically dissociated gases with sufficiently
long residence times to assume local chemical equilibrium.

In this paper the authors present two new methods, which while not without
problems of their own, do satisfy all the above criteria. To establish the
validity of the methods, argon was chosen as the test gas because of the extent
of previous work. Comparisons of present and previous results are given at the
end of the paper.

All shocks were generated in a large bore, 11.75 cm wide by 9.20 cm high,
combustion driven shock tube which incorporated a number of novel design fea-

tures (3,4). Shock speeds were routinely predicted to ±1% which was crucial for
the proper setting of timing sequences.

THE SHOCK PERTURBATION METHOD (SPM)

When a moving planar shock impinges a small localized irregularity in the
shock duct wall which is oriented parallel to the front, a weak acoustic dis-
turbance is created which expands cylindrically behind the shock. If the postshock flow is supersonic, the irregularity is the seat of a Mach wave which

blends into the cylinderically expanding wave as shown in Fig. 1. According to
the geometry of the wall perturbation, if the acoustic wave has the exact local
acoustic velocity, a2, linearized perturbation analysis (5) shows that no
"record" of the interaction of the acoustic wave with the shock front is left
along the dotted line shown in Fig. 1, a conclusion confirmed in earlier work
(6). However if the wall perturbation, even though very small, contains discon-
tinuities, the acoustic wave will also contain discontinuous higher order terms,
and a narrow thermal and vorticity disturbance (also called "entropy wave") is
left in the gas along the dotted line position; it is clearly visible in schlie-
ren photographs. Despite the implied shock like nature of the acoustic wave,
no wave velocity in excess of a2 has ever been detected in argon, as is not the
case with more recent work in oxygen. !

Therefore, with known pre-
shock T1, PI, Pl data, a single X$
schlieren photograph taken at a XP
known time t after the shock
passed the wall perturbation, Wk SHOCK
yields a wealth of information ALL usfcr confirming theoretically PERTURBATION r
calculated post shock states. MACH WAVE
Failure to do so in one instance
revealed air leak contamination
and in subsequent oxygen work WEAK ACOUSTIC WAVE- 02
has identified non-equilibrium FIG. I Thermal wave generation by a wall per-
. shock conditions in

turbatlon.
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certain cases. An asterisk identifies quantities defined in laboratory coordi-
nates while those without are in shock coordinates. Therefore, with the Fig. 1
definition of xs, x2, r, and a and the aid of the continuity, gas law and
acoustic velocity equations for ideal gases, we have:

U*=xs/t (i) M*=U*/a2= (sina)-I  (4)

p2/pl=(P 2/Pl)(Tl/T 2)=xs/x 2  (2) M2=U2/a2=cos @ (5)

T2=(m/yR)(r/t)
2  (3) U*=(l-pl/P2 )U* (6)

in which p, P, M, m, y and R have their conventional meanings.

Experimentally, U* was measured from the shock transit time (to ±0.10s)
over two 50 cm intervals. The accuracy was then about ±0.04% and decelerations
were generally less than the 0.4ps needed to be significant. With a carefully
adjusted 1:1 magnification ratio and a photographic reading accuracy of about
±2%, no discrepancies between post shock states calculated from U* and the

photographs were detected (1c). Thus it was possible to calculate and verify
T2 data independently of K evaluations.

If, instead of a single wall perturbation, there are twenty with a spacing
Xw(cm), then a family of twenty parallel thermal waves is generated with a peri-
od and frequency:

2 x = Xw(P /P2) (7) f*=U*/ 2 x=s 2/Pl)x (8)

Following t-x plane analysis, (id) photodiode schlieren detectors were located
to electronically detect this wave family without interference from either the
primary or reflected acoustic wave families. A nitrogen laser schlieren photo-
graph of such a wave field is shown in Fig. 2 including mirrors of the two
photodiode detectors. Their data was recorded before the reflected acoustic
waves reached the level shown in Fig. 2; illumination was from an intense xenon
flash source.

Much of the earlier work used a "rounded saw tooth" perturbation profile
which promoted a much more rapid boundary layer thickening than evident in Fig.
2. Also early thermal waves interacted with later perturbations to generate a
secondary superposed "ghost wave" family. Both these problems were solved by
using a narrow "v" groove geometry (450 included angle, 0.63 mm depth) which
rapidly filled with
stagnant boundary ////// / //I/ / / // / /
layer gas and pre-
sented minimum dis-
turbance to the post S H O C K
shock wall flow.
They extended over
the central 1/2 of
the 11.75 cm duct
width.

The heat con-
duction equation for .

& analysing the decay

of the 6T(x,y,t)
thermal wave pertur-
bations at uniform
pressure, in the
general and expanded
forms (in shock
coordinates) is: __'

II I'II'I-7-//I17'7111 /I/ /Il
PIG. 2 Schlieren photograph (10 ns) of a thermal and

acoustic wave field Run No. 144.
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T + U.VT V.KV6T (9a) -= + S6T jj T= 2 I[V2T + T )

pPU2 X , - (9b)

in which a2  K/C P2(cm
2-S-1 ) is the thermal diffusivity; V = (3knK/3PnT)p the

power law exponent; Su2 = perturbation velocity. The dot product in Eq. (9b)
vanishes because of the orthogonality of da2 and VST. For periodic perturba-
tions, if 6T/T 2 << 1/V, the last term may be neglected as is easily justified
since 6T max = 60K and v = order unity.

To solve Eq. (9b), let the solution domain be the x > 0, y > 0 quarter
plane in which x = 0 defines the shock position and y = 0 defines the wall,
neglecting boundary layer effects; the gas flow is in the + x direction. Ex-
cept for the 6T and r 2 perturbations, T2 , P2 , P2 and U2 are everywhere uniform
and the physical finite thermal wave field is taken to be a subset of an infi-
nite wave field extending to y = -. The associated boundary conditions are:

x = =, y , 0, 6T = 0 (10a) x = 0, y > 0, 6T is uniformly periodic
(1Ob)

While strength of the exciting acoustic waves must clearly diminish with in-
creasing y, the extreme uniformity of the wave structure with y at constant x
as seen in Fig. 2 indicates the effect is very weak and would not affect wave
decay, hence Eq. (10b). See Ref. (1d) for a more formal justification.

tn Let a particular solution to Eq. (9b) be expressed as a complex wave equa-

iT = 6T exp{-k n)x + in[i.r-wt]1}  (11)
n s(n) r

in which n = 1,2,3 ... is the harmonic number and 6T [p is the associated am-
plitude at x = 0. If (k«)) 2 << K; one finds that kJn =1n2k~y) = n2kr. After

plitude atx(fl) ~i n nkr r Afe
dropping the imaginary part, the particular solution which satisfies the Eqs.
(10a,b) boundary conditions, simplifies to:

6T(n ) = T s(n){exp(-n2 k rx)}.{cos n(k ixX+k iyY-wt)} (12a)

I in which

k r=(%2/U2)(27/2x2 (sin) -2 (12b) k =2v/ 2 W/U 2  (12c) kiy=21T/ 2y=kixcot
ix x zx(12d)

In the general solution consisting of a sum over all n, the n2 term in the
exponent causes the higher harmonics to die out very rapidly. Furthermore,
Ref. (le) describes an "optical tuning" of the photodiode schlieren detector
which causes a complete supression of all even order, n = 2,4,... harmonics
from the detected signal. Therefore, n = 1 is the only experimentally relevant
solution, as indeed was borne out by spectral analysis of actual signals.

It now only remains to transform Eq. (12a) with n = I from shock attached
coordinates to one which is detected by a photodiode detector fixed in labora-
tory coordinates. If t is the time since the shock passed the detector, x
Ut, so that Eq. (12a) becomes:

6T = STset/ cos(w*t+e) (13)

in which, by Eqs. (12b,5,7,8)

1/T* = kU* = [K/CC pl)]C2 X)2 Cpr/X)2  2 C14)

27rf* =wt = k U* - w = (27U*/X) (p/p-) (15)
th th ix s s w 2 1
8 kiy y = a constant since y is fixed (16)

Except for K itself, l/T* and wth are all expressed entirely in terms of the
initial state Pl, the known wall spacing Xw, and quantities which are accurate-
ly calculable from the measured U*. Since for strong shocks in a monatomic gas
M2 and P2/pl are essentially constant, the only parameters for adjusting lI/T

A _ _ _ _ *i
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are Pl and Xw . A lower limit on Pl is imposed by the schlieren detector sensi-
vitity.

The two detected signals were stored sequentially in a Nicolet Model 1090
AR digital storage oscilloscope. Typically f* z 0 (1 Mhz) so that at a sampl-
ing rate of 100 ns per point, each wave was represented by a nominally adequate
10 points (8 bits each). The signal was transferred by a modem to a central
computer where a standard least square subroutine fitted the data to:

S A(exp-t/T*) cos (*t+O)+b 1+b2t+b3t
2  (17)

Best fit values for A,
w*, e, bl, b2 and b3, oo.
together with their as-
sociated standard devi- 600. 1K

ations were calculated. 40. 1

bI absorbs any dc bias 0."
to the signal and b2  200.

and b3 allow for any
low frequency drift; 0* .
frequently b2 and b3  0- -200,
were too small to be
statistically signifi- -400. X

cant. A fit of the -
least square fit 600.

(solid line) is shown 00- f*0.963 MHz (±0.05%)
to the actual digital -1000 i/r*=0.0234 (±14%)(,s)-'
data in Fig. 3 for the b" 2. 4. 6. 8. I0. 12. 14. 16. 18. 20.
same run as Fig. 2. TIME[PS]
Because of end effects r
the first and last two FIG. 3 Fit of least square fitted function (solid
waves were excluded line) to digitally recorded thermal wave
from the analysis. signal. (Run 144)

Table I summarizes the results of 18 independent evaluations of K together
with other data. Those entries with a repeated M* value indicate independent
contributions from the two detectors. The next column gives the total number'I of digital data points actually contributing. The next gives the least square
evaluation of f*, while the next column gives the ratio f*/fth in which the
theoretical fth was calculated by Eq. (15) from the U* and Xw" While the gen-
eral agreement is excellent, a systematic departure from unity is apparent which
is appreciably larger than the percent standard deviation shown for f*. Refer-ence (if) considers several explanations but concludes it is probably due to
radiation cooling, especially since the deviation of the second detector is al-
ways larger than the first in the same run. Therefore to account for the appar-
ent decrease from the calculated T2, an empirical correction, c, was introduced:

th [ /[ l)/(p 2/Pl-l)] T = T2/c (18)

K was evaluated from l/T* (Eq. (14)), using the (C P2/Pl) group instead of
(P2/Pl. While the largest e correction decreased T2 by only 3%, the scatter I
of K(T2) was appreciably reduced. The K data in the last column have the same
standard deviation as that for l/T*.

__: Two least square fits of the Table I K(T') data to a power law were made.
lFirst, using Kref = 4.25 x 10-5 cal/cm ks at 300K as a reference gave:

K K f(T/T )Vv o 0.697 ± 0.004 (19)
= Kref T/red) =

Secondly, when both Kref and v were allowed to "float", the high temperature
data predicted an increase of Kref at 300K by 5% and a decrease in v by 3%.
This is perhaps t7Le first experimental proof of the validity of the power law
for argon in this temperature range, in contrast to previous workers who as-sumed it a'priori. A graphical presentation is given in Fig. 8 and a compari-

son with other worker's results in Table III.
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TABLE I: SPM Results
n 

K

Run M* data f*[Mhz] f I t*h P2 [ATM] T2 [K] T2[K] 1/T*[1l/ljsec] cal

s pts. 1 450 0 2 . . c
138 5.846 147 0.8549(±0.11%) .024 4.500 3408 3349 0.0217(±28%) 2.390

185 0.8731(±0.07%) 1.044 4.500 3408 3302 0.0211±18%) 2.255

140 5.821 134 0.8382(±0.08%) 1.010 4.460 3381 3355 0.0212(±18%) 2.392
143 0.8659(±0.06%) 1.021 4.460 3381 3328 0.0198(±19%) 2.195

141 5.841 116 0.8521(±0.09%) 1.022 4.464 3403 3350 0.0226(±24%) 2.488
154 0.8610(±0.04%) 1.033 4.464 3403 3323 0.0205(±12%) 2.214

144 6.416 123 0.9490(±0.09%) 1.017 5.424 4052 4002 0.0232(±25%) 2.516
152 0.9637(±0.05%) 1.032 5.424 4052 3959 0.0234(±14%) 2.488

145 6.687 108 0.9845(±0.11%) 1.005 5.895 4381 4365 0.0250(±30%) 2.728
106 0.9761(±0.14%) 1.007 5.895 4381 4358 0.0267(±33%) 2.935

148 6.625 124 0.0090(±0.06%) 1.019 5.749 4344 4274 0.0240(±17%) 2.564
150 6.874 100 1.0618(±0.12%) 1.044 6.230 4656 4510 0.0263(±32%) 2.695
153 7.454 108 1.1297(±0.08%) 1.018 7.284 5360 5290 0.0309(±21%) 3.266
154 7.309 78 1.1044(±0.09%) 1.018 3.502 5165 5096 0.0585(±11%) 3.092

98 1.1050(±0.09%) 1.016 3.502 5165 5104 0.0551(±12%) 2.921
155 6.867 123 1.0174(±0.11%) 1.008 3.089 4588 4561 0.0522(±14%) 2.836
156 5.659 138 0.8356(±0.11%) 1.034 4.188 3198 3121 0.0205(±27%) 2.254
158 5.432 126 0.8278(±0.06%.) 1.006 3.856 2965 2952 0.0173(±18%) 1.993

While the present authors regard the SPM as conceptually and experimental-
ly superior to any previous method for this temperature range, it is not without
its own problems. Viewing the thermal wave field as a weak sinusoidal tempera-ture distribution, distributed uniformly 

in depth across the center of the

shock duct, it is evident that any local, non-uniform disturbance causes a mis-
register of the waves as seen by the schlieren photodetector with an inherent
decrease in signal ampUtude. Extraneous waves were in the test gas and were
easily traced to the most minute joint imperfections in the shock duct. For
some, elimination would require rebuilding the entire installation. Fortunate-
ly, they were visible in the schlieren photographs, (Fig. 2), and were highly
predictable in location. Depending on Ms, it was many times possible to avoid
them by proper location of the detectors, e.g., run 144. At some Ms values

this was not possible and the "joint waves" caused a severe localized "Pinch
effect" in the recorded wave train. When the pinch occurred close to an end,
truncation could salvage the usable part; if it came in the middle the whole
signal had to be abandoned which explains the several single entry runs in
Table I.

Subsequent work has lead to substantial improvements, but it is neverthe-
less a problem which makes severe demands of aerodynamic perfection for its
avoidance.

THE MACH REFLECTION METHOD (MRM)

When a planar shock -- s
encounters a small angle
ramp a "Mach reflection" U2 - (reflected .- I (incident shock)
process occurs as shown shock) 'U*
in Fig. 4, for the case (unsteady --tI

of a sufficiently large shock ) U-" r/triple point)

MI. Figure 1 is seen to .- M (Mach stem)
be a special case, 6 +0 (unsteady Si
limit, of the Fig. 4 w  (expnsio lip
flow field. Reference shoc) 0_ k-Epln)M M/o
(2a) reviews the many re- /sI-ported types of shock- 

p__ --

ramp encounters and gives
special emphasis to the FIG. 4 Mach reflection of an incident shock by a
results of Ref. (1?). small angle ramp.
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In Fig. 4 the I, R and M (perpendicular to the ramp) shocks are all planar
and constant velocity in laboratory coordinates; thus the T intersection also
has constant velocity, [l = Mlal = [M/cos a]al. U is an unsteady shock bridg-
ing the moving R and steady oblique 0; E is an unsteady rarefaction.

Thus a Gallilean transformation from laboratory to T attached coordinates,
with a subsequent rotation, leads to the steady state representation shown in
Fig. 5a. For MRM analysis, T attached coordinates are analogous to the shock
attached coordinates for SPM analysis, except that as MRM data reduction is
from an interferogram, no inverse transformation is needed.

In Fig. 5a the uniform 3 and 4 flow fields
are separated by a slip plane, S, implying that
P3 = P4 and U3 11 U4. However as gas particles 2
from the same 1 state enter 4 by one shock and R 82
3 by two, we note T3 T4 and U3 0 U4. We 33 M,
therefore wish to determine the (T3 ,U3) and
(T4 ,U4) statesto serve as boundary conditions 83
for a viscous and heat conducting slip flow
analysis in the region of S.

The evaluation of the 3 and 4 states is
easily represented graphically from plots of
standard P/Pl - 6 shock functions, (Fig. Sb)./M (a)
The curve 1 IMN represents the locus of every
(P,6) state attainable from a specified M,P 1
state by varying the wave angle from the Mach
angle to a normal shock. It must therefore
contain both the (P2,62) and (P4,6 4 ) states N rhic p
which are attained from the sane (PlMl).
Therefore, the intersection of a second polar sonic
curve for R with an origin at 2, determines _normol R point'
where P3 = P4 and U3 11 U4 since from the dia- P shock
gram, 64 = 62 - 63. In Fig. Sb the R curve is P,
located for pictorial clarity; in reality it
is quite close to the sonic point. Thus in T I
coordinates 2, 3 and 4 are a patchwork of near
sonic flows and it is unlikely that a stable

steady state fulfillment of Fig. Sa is possible. O - (b)
Once P3 = P4 and 64 are known, standard oblique
shock relations generate all other desired data
including (T3 ,U3) and (T4 ,U4). Table II shows 0 84 82
the percentage difference in photographically FIG. 5 Steady state repre-
measured S wave angles, Pm, and the three shock sentation of the
theory calculated Oc (from M and 6w); the val- triple point region
idity of the latter is confirmed, in the (a) physical

Because of space limitation, the deriva- and (b) P-6 planes.

tion, Ref. (2b),of the slip flow equations will only be summarized. With the x
axis now parallel to the direction of flow, Fig. 6 shows the mome. um, 6m, andthermal, 6T, thicknesses in relation to the boundary conditions. The objective

now is to express 6T as a function of x, K and known parameters.

The usual boundary layer approximations are applied to the momentum equa-
tion with VP = 0. A similarity transformation then expresses the dimensionless
stream function, f(Y), Eq. (20), in terms of the independent Illingworth variable,
n, Eq. (22) to allow for varying p and T. The standard Blasius equation re-
sults, Eq. (24), in which f' = df/dn etc. The similarly transformed energyequation expresses a dimensionless temperature, g, Eq. (21) in terms of n, fand the Prandtl number, Pr = CpU/K, Eq. (25), in which g' = dg/dn, etc.

rE f(n) (20) n (U3//2T) A0 d*(2eqato Exrse a iesines epraue g q (21) intem3o)n

g (T-T3)/(T4 -T3) (21) (P3P3 U3 )x (23)
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fill + of'' = 0, BC: If'() = 1, f(o) = 0, f'(o) = f,2
, ,nO f'(--)= U4/U3, f(O) = 0, f'(O) (24)

g" + (Pr)fg' = 0, BC: {g(+3o) = 0, g(--) = 1} (25)

Equations (24), (25)
imply several simplifi-
cations as justified by INITIAL U
the near unity experimen- PROFILES
tal U4/U3 = T3/T4 

= 0.96,
namely; the neglect of r3_T3 -

viscous dissipation, T_ - O 7

placing PP/P3S3 = 1, and 1T3

constant Cp, K and V over
the range of varying T. do
f6 is iteratively chosen f l
to be that value which
smoothly joins the two
half plane solutions
along p = 0. It is note- T__T U4  TEMPERATURE VELOCITY
worthy that K appears T4 -T3  U3  PROFILE PROFILE

only in the Prandtl FIG. 6 Slip flow region showing momentum, S., and
number, Pr. thermal, ST, thicknesses.

In the U4 /U3 = 1
limit, f = n and Eq. (25) is easily integrated:
g = (i/2)(l-erf[(Pr/2) n]) (26a) or, n = (Pr/2)-O'Serf-l(1-2g) (26b)

If the dimensionless thermal thickness, 8T is associated with the An between the
conventional g = 0.01 and 0.99 limits, then Eq. (26b) gives the (a) result
below:I

be o :4.653 Pr 0 5000  U4/U3  =1 (27a)
T (4.705 Pr 0 .5 002  U4 /U3 = 0.96 (27b)
T 4.813 Pr-0.518  U4/U3  0.80 (27c)

A general numerical integration of Eqs. (24), (25), Ref. (2c) for the (b)
and (c) U4/U 3 values shown shows that 6T is very insensitive to U4/U 3 in theunity range. As most of the applications were near 0.96 the Eq. J27b) formula

with a 0.500 exponent was adopted. Using Eq. (22) to formulate ST gives

4! n(g=0.99)
= u3 2 f pdn - u3// [(p +P4)(2]6 (28)

T 3 TJ (g=O.01)

in which 6T (mm) is the corresponding physical thickenss. Elimination of t by
Eq. (23) and 6T between Eqs. (27b) and (28) gives the desired expression for K,

r upon recalling that Pr = Cpl/K;

2 K = (Cp /177.09)(p 3U 3x)(+P4103 2 (29)

The 1 from Pr cancels the p in E so that the K(x,6T) is independent of p in the
range of near unity U4/U3 ratios.

Interferograms of the slip flow region were obtained with a Michelson in-
terferometer in the Twymann-Green (double pass) form; illumination was by ni-
trogen laser giving a 10 ns flash at X - 337.1 nm, Fig. 7. A 14.0 nm bandpass
filter at this X was used to block extraneous radiation. The magnification
was 2.20:1 and reference (no flow) interferograms were taken for each shot.

The molar refractivity of argon at 337.1 nm was calculated by the one term
Cauchy formula (2d,7) to be N = 4.376. The percent difference of measured,
ASm, and calculated ASc fringe shifts are given in Table II and validated both
the value of the molar refractivity and the three shock analysis used to

II
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TABLE II: MRM Results calculate AS. Instead of us-
----AS--ASiing the difficult to locate g

Run M Vm-c m c 6={ml x{mm} T{K K* 0.01 and 0.99 contours to
No. s m Sm T measure 6T, a different 6f was

(%) (0) Iidentified with the more ac-
341]6.617 -0.37 -7.45 0.2- 46.6 47 2.675 curately locatable g = O.SO4 _1 -6 . -174 6 .6 44 9 2 6 75 an d 0 .95 c on t ou r s . In Eq .
342 6.953 +0.48 -4.59 0.284 46.15 4909 3.231 (29) 6 then replaces 6T and
343 7.259 +0.26 -3.48 0.257 42.38 5329 3.098 29 t replaces nd21.95rpae 7.9i h
345 6.361 +0.40 -0.51 0.281 50.95 4146 2.690
346 6.013 -0.63 +2.00 0.271 48.52 3733 2.458
34816.7301+0.55 -0.99 0.291 50.33_4616 3.023 X is-4 era- REF
-K(10 cal/cm S K )

denominator. Measurements were made with
an uncertainty of about ±0.02 mm. From
the known position of the reference wire
across the interferogram the x distance
to T was calculated from triple shock
theory. The resulting 6i, x and K data
are presented in Table II. Least square
fits of the K(T) data to a power law gives:

K = Ko0(T/T ) v = 0.700 ± 0.017 (30)

The authors regard the excellent
agreement with the SPM results as possibly
fortuitous due to the small number of data
and the inherent uncertainties in evaluat-
ing K from small fringe shifts. Neverthe- If
less, the agreement does lend powerful
support to both the V = 0.70 value and thebasic validity of both methods. Figure 8

presents the superposed SPM and MRM re-
sults and Table III gives the present %)
results in relation to those of others.

The MIP4 has the marked advantage
of being much less sensitive to stray FIG. 7 Laser interferogram (lO s) of

slip flow region, 2.20:1 mag.

MACH RELCI METdisturbances than the SPM.
MACH REFLECTION METHOD It is also applicable to any

. 4 - 0 SHOCK PERTURBATION METHOD any gas since only the con-
E - K • K w (T/Tw )0.697±0.004 - stancy of p, K and C from

--- 95% CONFIDENCE LIMIT , T3 to T4 was assumed; no
FR H P U specific value of for Pr

-- 0o was needed or assumed. All I
0' the difficulties of the MRM

o,9o as developed here, stem
10 D- from the interferometric

data acquisition and the re-

2 sulting analysis uncertain-
ties. The authors feel
that if continuous high
speed data acquisition

1.5 could be used, like that1.5 2 3 4 5 6 7 8 for the SPM, the MRM would

TEMPERATURE (103 K) likely be the best method
to date.

FIG. 8 Comparison of SPM and MRM K(T) results for argon.
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TABLE III: Comparison of Present v Values with Others.
TCM (Thermal Column Method; RSM (Reflected
Shock Method).

Investigator(s) Method Temperature Exponent
Range

Present Results SPM 2900-5400K 0.697±0.004
MRM 3700-5350K 0.700±0.017

Saxena & Saxena (8)* TCM 350-1500K 0.731±0.008
Saxena (9) RSM 1500-6000K 0.800
Matula (10) RSM 1SOO-4800K 0.680±0.010
Bunting & Devoto (1I) PSM 2500-9200K 0.668±0.020
Kuiper (12) RSM 2500-9200K 0.750±0.010
Willeke (13) RSM 2100-16400K 0.749±0.023
Collins & Menard (14) RSM 1500-5000K 0.703
Poliakov & Spirin (15) RSM 2500-10000K 0.700
Smiley (16)* RSM 1100-3300K 0.688±0.005

*Fitted by present authors
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TEMPERATURE MEASUREMENTS OF AN IMPLOSION FOCUS*

fT. Saito, A. K. Kudian** and I. I. Glass

Institute for Aerospace Studies, University of Toronto

Toronto, Canada

pectroscopic temperature measurements were made at the
focal point of imploding shock waves in the UTIAS implosion
chamber, which has a 20-cm diameter hemispherical cavity.
The chamber was filled with a stoichiometric H2-02 gas mix-
ture at different initial pressures (14 "v 68 atm). The
mixture was ignited at the origin by an exploding wire gen-
erating an outgoing detonation wave which reflected at the
chamber wall as an imploding shock wave (gas-runs). Addi-
tional experiments where an explosive shell of PETN was
shell was detonated by the impact of the reflected ga&eous

detonation wave at its surface, thereby generating an in-
tense implosion wave (explosive-run). The temperatures
were measured at the implosion focus using a medium quartz
Hilger spectrograph with an eight photocell polychromator
attachment over the visible wavelength range. The measured
radiation intensity distributions were fitted to blackbodycurves. The temperatures were 10,000 n 13,000 K for gas
runs, and 15,000 ,, 17,000 K for explosive runs. The con-
tinuous spectra from photographic film and the measured
emissivities, which were very close to unity, confirmed
that the plasma was a blackbody. Numerical studies using
the random choice method (RCM) and classical strong-shock
theory were used to analyse the flows in the entire range
of the implosion process. Real-gas effects and radiation
losses were also considered. The results were compared
with the experimental data and good agreement was obtained.

1. INTRODUCTION

The UTIAS explosive-driven implosion chamber has been used in several re-
search areas since it was conceived by Glass (Ref. 1) in the early 1960's.
The extremely high pressures and temperatures generated at the focus of implo-
sions were utilized for driving projectiles to hypervelocities (Ref. 2), as a I
shock-tube driver (Ref. 3), and to produce diamonds (Ref. 4). Currently, ex-
perimental studies were done on deuterium-deuterium fusion reactions and

*This work was supported by the Canadian Natural Sciences and Engineering If
Research Council, the U.S. Air Force under Grant AFOSR-77-3303, and the U.S.
Army Research Office.

**Senior Physicist, Fraser Papers Inc., Thorold Division, Thorold, Ontario.
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measurements of the resulting neutrons and gamma rays (Ref. S).

The conditions produced by imploding spherical shock waves were first ob-
tained by Guderly (Ref. 6). His self-similar solutions, however, deal only
with very strong shock waves. They do not allow for any characteristic
lengths, such as the chamber radius in the present problem. Conse'uently, in
the present study, the conditions in the chamber were calculated by combining
the numerical results of the RCM and solutions using strong-shock theory.

The principle of operation of the UTIAS 20-cm dia implosion chamber can be
understood by referring to Fig. 1. The hemispherical chamber is filled with a
2H2+02 mixture at high pressure (14 . 68 atm for pure gas runs and 27 atm for
explosive runs). The gas is ignited by exploding a fine nickel wire (0.13 mm
dia x 1 mm long) at the origin of the hemisphere creating an outgoing detona-
tion wave which is reflected at the hemispherical-chamber wall and then con-
verges on the origin as an imploding shock wave. For an explosive run, a PETN
explosive shell bonded against the wall of a copper-carrier liner is ignited
upon reflection of the detonation wave and further reinforces the imploding
shock wave. The imploding wave is again reflected at the origin leaving behind
an extreme high-pressure-temperature region. The objective of the present work
was to measure the peak temperature of this region and compare the data with
analysis.

Explosive Fig. 1 Schematic of implosion chamber
(PETN) wave dynamics.

(a) Outgoing detonation wave in 2H2 +02
mixture.

SD (b) Detonation wave reflects as a shock
wave (or initiates the hemispherical

cPETN liner when used).
(c) Implosion phase onto the origin when

the converging shock becomes very
strong.

(d) Implosion reflects as an exploding
b) shock wave leaving behind a high-

pressure-temperature region.

C) d)

In previous experiments, time-integrated (Ref. 7) as well as time-resolved
colour-temperatures of the implosion focus made with large observing areas
(3 x 9 mm) were found to be surprisingly low (4000 to 5000 K) (Ref. 8). In
the present work, a much smaller observing area (0.55 mm dia) was used and
tine-resolved simultaneous measurements were made at eight wavelengths
covering the visible region. Our temperature measurements are more precise
(Ref.11 ) and are in better agreement with expected values. Also, the
emissivity of the radiating plasma was evaluated for the first time.
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2. EXPERIMENTAL ARRANGEMENTS

The UTIAS implosion chamber consists of two massive front and rear plates
held together by 32 large bolts (Ref. 9). A 20-cm dia hemispherical cavity is
machined in the rear plate supporting a hemispherical copper liner. An explo-
sive PETN package is manufactured on the inner surface of the copper liner for
explosive runs. The barrel, which holds the Plexiglas observing window, the
gas inlet and the exploding wire are installed in the front plate. For explo-
sive runs, a 20-degree conical liner plate is added to the front plate to
guard the chamber from any serious mechanical damage due to off-focus implo-
sions (Ref. 10).

A 0.13-mm dia x 1-mm long nickel wire is exploded at the geometrical centre
of the chamber by discharging a 1-pF capacitor charged to 21 KV. All spectro-
scopic observations were made with a Hilger medium-quartz spectrograph. For
photographic work Kodak Plus-X pan film was used. For time-resolved photo-
electric recording a photomultiplier attachment enabled simultaneous measure-
ments at eight wavelengths (3900, 4128, 4391, 4710, 5123, 5629, 6328 and
7525 X). The time-response of the system was about 0.1 isec. The calibration
of the photomultipliers was done in the conventional manner using a calibrated
tungsten ribbon strip lamp.

For gas runs, a 2H2+02 gas-mixture was filled at different pressures (13.6,
27.2, 40.9, 54.5 and 68.1 atm). Thickness of 1.6 mm and 3.2 mm PETN explosive
shells were used with a 2H2+02 gas-mixture of 27.2 atm initial filling pressure
for explosive runs. These explosive shells weighed approximately 40g and 80g,
respectively.

3. EXPERIMENTAL RESULTS

Pictures of the radiation spectrum of the first implosion pulse were taken
to investigate the characteristics of the radiation with a rotating-disk
shutter. Details of the operation of the shutter can be found in Refs. 7 and
11. It was found that the spectrum was completely continuous suggesting that
the temperature of the radiating gas at the implosion focus can be determined
by finding a blackbody curve of a certain temperature which fits best to the
experimental data. The temperature measurements were carried out photoelec-
trically with the experimental set-up shown in Fig. 2. A brass mask with a
small hole (0.55 mm dia) at the centre was placed on the window surface. The
observing area was determined by the hole size and the width of the entrance I
slit of the spectrograph.

Implosion Chamber Fig. 2 Schematic diagram of experi-
47 acm mental facility to study spherical

SOorioo Bros % implosions.
Fxplodinc FAre

l~rr~r 20 cm

4=Lens PleuxrgIcss Arwd.
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A typical oscillogram of a tine-resolved measurement for a gas run is shown
in Fig. 3. The recordings are strongly disturbed by the electrm netic pick-
up from the discharge system of the exploding wire. The interference disap-
pears in about 30 usec and the radiation intensity stays at a quite constant
value until the first implosion wave comes back to the origin. The implosion
time (the time between the ignition and the arrival of the implosion shock wae
at the centre) was approximately 75 sc for gas r.m-rs and 59 -sec and 56 -sec
for explosive runs of 1.6 and 3.2 m PETN layers, respectively. In gas rLms
some subsequent implosion pulses were observed although the radiation intensi-
ties mere much lower than the first implosion pulse. The vindob broke about
SO0 -. 700 ;sec after ignition for gas rums and about 16 -sec after the first
implosion pulse for explosive runs.

Fig. 3. Typical output
;160. tsignal frog photonulti-2 0. 40. 80 plier for a gas run.

2p.~p = 27.2 atmi, o= SIZ.AL.

-. 0 A: oise fron discharging

_ D system * radiation

-30 IN A B/from exploding wire.

-A I: Implosion pulse.

V

The radiation intensities at eight different wavelengths which cover the

whole risible radiation range were measured for each run to elininate the run-
to-run fluctuation due to the variation in the degree of focussing.

The radiation intensity of a graybody at a given temperature T and wave-length )i is expressed as

lI i = E*B~i(1) (1j

where 5;i () is the Planck law,

C1 er , (

B*i(T) .75 exp(CzIfiT) - I cn.sec.ster

with CI - 1.191 x 10 -  erg.-c -sec and C2 = 1.4388 e K; E is the enissivity
of the radiating gas. Under the condition exp(CZ/AT) - 1, Bi(Tj can be re-
placed by the Mien approximation,

C,

Bi(T) "- exp N I
i T

Substituting Eq. (3) into Eq. (1) results in

(r C1  N C; I
kn - ~~ LafT i

Obtaining the intensities !i i (i a 1. 2, .... 8) experimentally . the tempera-

ture can be determined from the slope of the line which goes through the data
points of a plot of the values of the left-hand side of Eq. (4) against the
wave nn*er (l/Ai). The enissivity cam also be evaluated from the values atthe intersection of the line with the vertical axis. However, after evaluating

____
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some experimental data, it was found that the temperature range obtained at the
implosion focus was above 10,000 K and the accuracy of Wien's approximation was
poor. Therefore, in practice, the temperature and emissivity were varied to
minimize the sum of the squares of deviations in the experimentally obtained
intensities from the intensities given by Eq. (2). Typical results of a gas
run and an explosive run are shown in Fig. 4. The results are presented taking
advantage of Eq. (4), namely, the solid lines are drawn in such a way that
their slopes and their intersections with the ordinate represent the tempera-
ture and emissivity obtained by using Planck's law and the data points are
correspondingly corrected by a factor

C2
FXi(T) = 1 - exp X.(5)I

which is simply the ratio of Planck's law to Wien's approximation.

C,

40 - 272 atm 2HZ+O 2 Mixture

4.0 74.5 q PETN, 272 atmn 2H 2 402 Mixture
T 16.400 *K

E. • 1.0

' ~ ~~~~ 1.1- I; 0- 4 )

Fig. 4. Experimental results for a gas rum and an explosive run.

It was found that the emissivity of the radiating gas was very close to
unity except for the low initial pressure gas runs (Po = 13.6 and 27.2 atm)
where the emissivities have a range of 0.7 , 0.9.

4. ANALYTICAL PREDICTIONS A
In the present study, the RC1.l was employed to calculate the imploding

stage. Details of the RCM are available in Refs. 12 to 15. In the RCM, the
waves are propagated statistically and the discontinuities such as shocks and
contact surfaces appear as perfectly sharp fronts without any smearing, unlike
finite-difference schemes using artificial viscosity. Self-similar solutions
for constant speed spherically expanding Chapman-Jouguet (C-J) detonation waves
oin the detonation stage were calculated to give the initial conditions for the
imploding stage (Ref. 16). The details of the numerical results from the RCM
and strong-shock theory for gas runs and explosive runs are given in full in

t Ref. 11.

S. COMPARISON OF EXPERIMENTAL RESULTS AND THEORY

Figure 5 compares the experimental results and the expected average tem-\ !e
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peratures over a 0.55-mm dia circular area at the origin. The calculated tem-
perature depends on the position of the imploding shock wave. When the wave
radius is larger than the radius of the observing area only the wave front can
be seen through the window. When the imploding shock wave comes inside the
observing area, not only the wave front but also the region behind the implod-
ing shock wave is seen and the averaged temperature becomes lower than the
temperature at the wave front. This arises from the rapidly falling tempera-
ture behind the implosion wave. As a result, the averaged temperature has a
maximum when the radius of the imploding shock wave is slightly smaller than
the radius of the observing area. The imploding shock radius at ,which this
occurs is called R*, as shown on Fig. 5. In other words, there is a certain
maximum observable temperature for a certain size of observing area no matter
how small the imploding shock wave converges. This maximum temperature and
the temperatures which are expected to be observed when the imploding waves
are at different radii from the centre are also shown in Fig. 5. In principle,
if it were possible to place the observing area exactly at the focus of the
implosion then higher temperatures would be measured with decreasing mask hole
size. However, in practice the size of 0.55 mm dia was found to be an optimum
limit considering the time resolution of the present measuring system.

R5 ' 50,000 RR
SK) Rs = T (*K)

14000
40.000

R,.
RA :=5 rom 05MM

I O<X30,000

0omm/
tO00 -

20m.

8000 Evpe,,et IQOOO mm

"00 . I I

136 272 409 545 68i 16 32

Po (olin) PETN Shell Thickness (mrm)

Fig. 5(a). Comparison of experimental Fig. 5(b). Comparison of experimental
results with analysis for gas results with analysis for explo-
runs. sive runs.

For gas runs the dependence of measured temperatures on the initial filling
pressures agreed quite wel) with the analytical predictions although the ab-
solute values of the temperatures were somewhat (,- 20%) lower than the expected
maximum temperatures. The lower values of the measured temperature can be

I Aattributed to the fact that the temperature behind the imploding shock front
decreases rapidly. When the temperature is measured in a radial direction
from a certain point ahead of the wave front, it would be lower tha.- the front
temperature. It would probably be a kind of averaged temperature of che region
between the shock front and a certain point behind the front by about the same
distance as the radiation mean free path. It has been calculated that, when
the imploding wave radius Rs has converged to R* (o 0.25 mm, in Fig. 5), the
temperatures at points 5 and 63V behind the shock front are, respectively, 90
and 60% of the shock-front temperature.

For the explosive runs, the measured temperatures were much lower than the
expected temperatures. Also the increase in the measured temperatures for
increased PETN thickness was small compared with the analytical prediction.
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Considering the much higher temperatures in explosive runs at the shock front
than in gas runs, the so-called "screening effect" of the preheated gas layer
ahead of the shock front (Ref. 17) is probably the reason for this phenomenon.

Although the measured maximum temperatures were relatively low and corre-
sponding to large analytical radii for the imploding waves in explosive runs,
the pressures obtained in explosive runs are much higher than in gas runs
even for the highest initial gas pressure (po = 68.1 atm) as the window breaks
much faster in explosive than in any gas runs. The final size of the implo-
sion focus which gives the measured temperature obtained analytically is about
1.5 mm radius. The final pressure that would be obtained in an explosive run
for this focal size corresponds to the pressure which would be obtained in a
gas run of Po \, 54 atm when it converged to about 0.6 mm radius. However,
the window breaks nearly 20-fold faster in the explosive runs, producing a
pressure far beyond what can be produced in a gas run of 54 atm initial pres-
sure. Despite the fact that the observed temperature remains at a low value,
owing to the preheating of the gas ahead of the shock wave and becomes opaque
with a surface temperature of about 17,000 K, the actual implosion focus
continues to decrease to much smaller values (from the 1.5 mm radius). How-
ever, this has no effect on the measured temperatures as the preheated gas is
opaque.

Although an appropriate perfect-gas analysis (y ". 1.14) was used through-
out the present work, the approach appears quite reasonable. Flagg (Ref. 10)
has shown that the isentropic exponent of the gas scarcely changes during the
implosion and reflection stages (y u 1.14) after investigating the numerical
results of Brode (Ref. 18) who used an equation of state for a real gas for
a burnt 2H2+02 mixture. The equilibrium compositions of the 2H2 02 system
were calculated separately in the present study using the method of minimizing
Gibbs' free energy (Ref. 19). It was noted that the effects of increasing
temperature and pressure on dissociation and ionization compensate each other
and no significant change in the composition occurred.

The radiation loss has also been estimated and it was found that the order
of the loss compared to the energy flux into the shock-wave region due to the
converging geometry, i.e., the inhomogeneous term of the energy equation in
the lossless basic equations was negligibly small (10- 2 , 10- ), owing to the
very high pressure and particle velocity (p , 1.4 - 5.8 x 10' atm and u -- 12-24
km/sec at Rs = 0.1 mm). Therefore, the radiation loss is not important for I
the present work.

In the most recent experiments (Ref. 5), where deuterium was used instead
of hydrogen, production of neutrons and y-rays from D-D reactions were ob-
served. If this is the case then the final focus of the implosions could be
very small, say the order of 10p.

6. CONCLUSIONS

The continuous radiation spectra and the measured emissivities showed that
the hot gases at an implosion focus from gas and explosive drivers radiate as
blackbodies. The temperatures at the focal point of an imploding shock wave
were measured spectroscopically in the visible region. For gas runs, the
effect of the initial filling pressures on the temperature was small and
10,000 % 13,000 K were measured when the initial pressure was increased from
13.6 to 68.1 atm. This dependence of the temperature agreed very well with
15,000 K for a 1.6-mm and 17,000 K for a 3.2-m shell of PETN explosive. The
analytical results. For explosive rus, the observed temperatures wcre
measured temperatures in explosive runs were limited to 15,000 ^. 17,000 K
owing to the screening effect of the preheated layer ahead of the shock front,
even though the imploding shock wave continued to converge. A high degree of
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convergence was obtained despite the possible existence of bifurcation of the
imploding shock waves due to the boundary layer developed on the flat surface
and some of the unavoidable geometrical roughness of the chamber around the
origin (which is not small, if we talk about a final focus in the micron
range). It is even more remarkable if neutrons and y-rays can be obtained
(Ref. 5). Many additional investigations are still needed to settle the
question of the actual final focal size and the physical conditions which
exist there. Further details can be found in Ref. 11.
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BOUNDARY LAYER INFLUENCED SHOCK STRUCTURE

oF. Seiler

German-French Research Institute Saint-Louis

Saint-Louis, France

The region of a shock wave close to a wall is
subject to theoretical and experimental investi-
gations. For the theoretical description of the
flowfield the direct Monte Carlo simulation
method is used. The theoretical results are com-
pared with experimental data, obtained with a
multi-beam laser differential interferometer in
a low density shock tube. The influence of the
wall boundary layer on the shock structure and
the shock curvature will be discussed as a func-
tion of the shock strength, the intermolecular
potential and the accommodation coefficient at
the wall.-Il

INTRODUCTION

t aA shock wave, moving along an infinite wall, develops a two-
dimensional structure in the region close to the wall. Figure 1
gives an impression of the flowfield of interest. The quiescent
gas initially ahead of the shock wave is set in motion by the

cente -7- - Figure 1. Shock-surface

ner US interaction

shock
wave

brmndry layer al

shock and is accelerated to high speeds within a distance of a few
mean free path X, of the quiescent gas. This acceleration is ac-
companied by a rise in temperature, pressure and density for the

.FfI ."1...,.
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gas. Due to the boundary conditions, the moving gas downstream of
the shock wave is slowed down at the wall and the gas temperature
equals the temperature at the wall. Where the shock touches the
wall a shear layer develops, which is the beginning of the boun-
dary layer downstream of the shock. This shear layer is subject
to the theoretical and experimental investigations.

THEORY

The direct Monte Carlo simulation method, as developed by
Bird (ref. 1) is used to describe the flow in the region of inte-
rest. The physical model to apply the simulation technique to
this two-dimensional problem is shown in Figure 2. The simulated

UP Us center line

shock Figure 2. Simu-
iston lation model

| I I I - I T
2 cells -------------- right

- ---- border

ti

distance X

flowfield is bounded by a piston, a center line, a right border
and a solid wall. This region is subdivided into about 1600 cells.
The flow in front of the piston is modeled in terms of about
15000 model molecules. The shock wave is generated by the piston,

which is suddenly set in motion and moves with constant velocity

u p intothecgas

The simulation procedure starts with molecules having a
Maxwellian velocity distribution corresponding to thermodynamic
equilibrium in the quiescent gas at temperature T f These mole-
cules are uniformly distributed in space. The simulation proceeds
in discrete time steps. During these steps, the molecules move !
according to their individual velocities and are reflected at the
flow boundaries. At the solid wall, the molecules are reflected
according to a wall accommodation coefficient a, the free other

bouilibris (igheet bory cet liempratonreflec thee mo-

lecules specularly (a = 0). At each time stop, collision pairs
are selected randomly in each cell according to their relative
speed. The collision-process is calculated classically with aareselcte radomy i eahcllccodintotherrla:1e,

sped Te olisonprcesscacuatdlasialyit_
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given intermolecular potential.

The macroscopic quantities, for example density, temperature,
pressure and others can be extracted by sampling and averaging
over appropriate molecular quantities in each cell. Because the
model number density is small, the fluctuations in the macroscopic
quantities are significant. The fluctuations are reduced by repea-
ting the simulation process several times and averaging the flow
properties.

EXPERIMENT

The experiments are carried out in a low density shock tube
of 150 mm inner diameter. At the end of the driven section a
90%90 mm square test section (Figure 3) was attached in which a

shock wave

Figure 3.
Test sec-

shock tube \tion

1 J I/: -- - + ,~

boundary layef

/4

interferometer beams

flat plate (aluminium) was inserted for the measurements. The lo-
cal gas density has been measured with a multi-beam laser diffe-
rential interferometer. The interferometers are stacked perpendi-
cular to the plate at wall distances from 0.15 mm to 1.5 mm.
Figure 4 shows the arrangement for one of these interferometers.
The measurements are obtained in argon and nitrogen at an initial
pressure of 0.13 mbar and for shock Mach numbers between about
three and nine. At this pressure, the mean free path X 1 is about0.5 mm.

The effective beam diameter in the test section was 0.19 mm
and the distance between the beams of one interferometer was
3.3 mm. This combination provided sufficient resolution in time

* and space for the density measurements in the region of interest. f
The test section was arranged sufficiently far downstream of

the diaphragm that the flow is fully developed at the location of
the density measurements.

I t,
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photodde Figure 4. Laser differen-
tens tial interferometer
polarisator
W.- prism

Lens

boundary layer U shock 90u

Wollaston prism

} telescope
polarisator

laser

A RESULTS

In Figures 5 through 7, the experimental density profiles
closest to the wall (y/X1 = 0.28) in argon are compared with Monte

experviniont, argon, p,-13.3 Irm
2
, at- plate

' - simulaion. a- 1.0
simulation time - AS 0

3 f - 14 3.0 L-J

p -p,

11!, P, X,.. v S-1

2

v. • 0. Exp.

-12 0 12 2i 36 (
Figure 5. Numerical and experimental results
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Figure 6. Numerical and experimental results
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Carlo calculations. The axes are the normalized density and the
normalized distance along the wall. The density is normalized
with P,, the density upstream of the shock and P2' the theoreti-
cal de sity rise downstream of the normal shock wave. For the
simulation calculations, the Lennard-Jones (12-6) potential, the
repulsive potential proportional to 1/rv - 1 with v = 5 and 10 and
the hard-sphere model (v = a) are assumed.

For comparing together different density profiles, these are
crossed at (p-p1)/(p2-P1 ) = 0.5. The statistical scatter of the
Monte Carlo results is eliminated by fairing curves through the
points representing the sampling results for the individual cells.

The comparison for M = 3.55 (Figure 5) shows that the expe-
rimental profile downstream of the shock is above the calculated
ones. The deviation between experiment and simulation cannot be
an effect of the accommodation coefficient a, because full accom-
modation (a = 1) at the wall is assumed. A reduced value for a
increases the difference between theory and experiment. The repul-
sive potential with v = 5 gives better agreement than the repul-
sive potential with v = 10, the Lennard-Jones potential and the
hard-sphere model. This indicates, that for this shock strength a
weak potential, that is the repulsive potential with v = 5, with

h an accommodation coefficient of a = 1 is good. Perhaps a modified
repulsive part of the Lennard-Jones potential is required to im-
prove agreement with the experimental data. Perhaps a (9-6) in-
stead of (12-6) potential.

In Figure 6 density profiles for M = 6.46 are presented. In
S

contrast to the data for M = 3.55 the experimental density value I
is now below the simulatioR calculations with the repulsive poten-
tial with v = 5 and 10, the Lennard-Jones potential and an accom-
modation coefficient a = 1. The hard-sphere model now is in the
range of the experiment. Lowering the accommodation coefficient
to about a = 0.9 and calculating with the repulsive potential with
v 10 or the Lennard-Jones potential, results in a better agree-
ment between experiment and theory than calculating with the hard-
sphere model and a = 1. This confirms the well-known fact that the
Lennard-Jones potential is more realistic than the hard-sphere
model. From these considerations it can be concluded that the I
accommodation coefficient a is now below unity.

The experimental result for M = 9.21 (Figure 7) is fully be-
low the calculated ones. Good agregment, relative to the shape of
the profiles and the density values, can be reached with the re-
pulsive potential with v = 10 or the Lennard-Jones potential by
reducing a to about 0.8.

In Figure 8 and Figure 9 experimental and calculated density
profiles in nitrogen are shown. The simulation calculations are
done with the "energy sink model" using the repulsive potential
with v = 10 and an energy transfer factor tf = 0.054, correspon-
ding to a relaxation value Z = 4. In argon the repulsive poten-
tial with v = 10 has given g~od results with a minimum of compu-
ting time needed, wherefore this intermolecular potential has been
choosen for the calculations in nitrogen.

In these figures three wall distances - y/), = 0.3, 1.11,
2.28 - are presented. It can be seen that close lo the wall the
density rises considerably above the value for a normal shock

wave, (p-p1 )/(p2-P1 ) = 1. The large gradients in the flow proper-
, \ll
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Figure 8. Numerical and experimental results
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Figure 9. Numerical and experimental results

ties perpendicular to the wall are limited to a few mean free
path distances from the wall and therefore the most interesting
density profile is the one closest to the wall.

Regarding the profiles closest to the wall in Figure 8 and
Figure 9 together with the profiles in Figures 5 through 7 some
conclusions about the accommodation coefficient can be obtained.
For weaker shocks (M = 3.37) the experimental density profiles
in nitrogen are abovI the calculated ones, whereas for stronger
shocks (M0 = 6.14) the experimental profile for y/X 0.3 is in
the range of the calculated one. This means that relative to they II
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accommodation coefficient, the results in nitrogen are similar to
these in argon. In both gases the experimental density profiles
closest to the wall are above the calculated ones for weak shocks
and in the range or below the calculated ones for increasing shock
strength. This result indicates a decreasing accommodation coeffi-
cient at the wall with growing shock Mach number, equivalent to
an increasing temperature difference between the temperature at
the wall and the freestream. In first approximation it is assumed
that the temperature of the wall remains at constant temperature
T1 •

Furthermore the intermolecular potential influences the shape
of the shock and the density level downstream. For lower Mach num-
bers (M < 4) the comparison between experiment and simulation in
argon snows that the repulsive potential with v = 5 gives a good
fit. For stronger shocks, the repulsive potential with v = 10,
the Lennard-Jones potential and the hard-sphere model gives bet-
ter results than the pure repulsive potential with v = 5. With
the Lennard-Jones potential the best results for all shock Mach
numbers are obtained, although it seems that the repulsive part
of the Lennard-Jones potential is too hard and a weaker part
would give better results.

An interesting picture develops for the shock curvature. The
direct Monte Carlo simulation calculations allow the determination
of lines of constant density and of constant temperature. These
lines of constant density (Figure 10a) shows an inflection pointat the front part of the shock wave and turn forward. Downstream

the lines are less spaced closer to the wall, due to the large
density rise in this narrow region. In contrast to the forward
foot of the lines of constant density, the lines of constant tem-
perature (Figure 10b) are only bend backward.

The difference in the density and temperature flowfield canI •be explained gaskinetically. The fast molecules, coming from the
freestream, are slowed down when they come into contact with the

C LOG 032 CMU O 109 I Stohiatio, C. 10

- .002 o . O.S 04 o.w Lafwd-jonos P, * 6112-6)
$onulion twne -5 i0

.Y M s - I S

.13.
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~t8

S .7 S 0 T S is 22.9 1
Figure 10a. Lines of constant density I
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Figure 10b. Lines of constant temperature

solid wall. These molecules adopt the temperature of the wall, be-
come slower and accumulate near the wall. This results in a den-
sity rise. In contrast, the translational energy, or macroscopi-
cally the temperature, changes gradually with growing distance
from the wall by the action of molecular collisions.

The influence on the curvature of the lines of constant den-
sity and constant temperature by varying the intermolecular poten-
tial is smaller than by changing the accommodation coefficient. A
decreasing accommodation coefficient (from a = 1 to a = 0) vanishes
the curvature of the density and temperature flowfield. a = 0 pro-
duces a normal, one-dimensional shock wave with lines of constant
density or temperature perpendicular to the wall.

Lines of constant density, obtained from the measured densi-
ty profiles, are also bent forward as can be seen for the calcu- I
lated data in Figure 10a. Previous curvature measurements
(ref. 2), done with an array of thin film gauges, don't agree
with the present results. The reason for this can be explained
with the response of thin film gauges. These re'spond to the heat
flux into the surface. The heat flux is proportional to the gas
density and the temperature difference. The laser differential
interferometer responds to density only. The fact that the tempe-
rature flowfield shows no forward bend, allows an explanation for
the difference and it is understandable to miss a forward facingin the curvature as measured with thin film gauges.

REFERENCES

1. G. A. Bird, Molecular Gas Dynamics, Oxford University Press,
London, 1976

2. B. Schmidt, Archives of Mechanics, 28, 809, Warsaw, 1976 !I
• I



INFLUENCE OF SURFACE ROUGHNESS ON THE SHOCK TRANSITION IN

QUASI-STATIONARY AND TRULY NON-STATIONARY FLOWS

K. Takayama and J. Gotoh
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Tohoku University, Sendai, Japan
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Department of Mechanical Engineering
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The effect of surface roughness on the shock transition over
flat wedges in quasi-stationary flows and concave and convex
wedges in truly non-stationary flows is examined experiment-

ally. For flat wedges saw-toothed roughnesses were used. For

the curved wedges, as surface roughness a mesh No. 40 sand
paper and a mesh No. 320 sand paper were used.

Experiments were conducted on the Institute of High Speed
Mechanics 40 mm x 80 mm shock tube equipped with a double
exposure holographic interferometer. The incident shock Mach
number range was 1.04 to 4.0 for nitrogen or dry air. In the

case of curved wedges, the shock transition angles were
determined by means of streak camera technique with curved
slits.kt was found that the shock transition angles become
smalle with increasing surface roughness. For flat wedge of
0.8 mm Aurface roughness,the transition angle was 100
smaller than that of a smooth flat wedge for stronger shocks.

The experimental result was very well explained by using a
shock polar. In the case of curved wedges with mesh No. 40
roughness, the Mach to regular transition takes place at 540
( for a smooth concave wedge, it occurs at 650 ) while the
regular to Mach transition takes place at 270 ( 400 for a I
smooth convex wedge ).

INTRODUCTION

The reflection of oblique shock waves is a nonlinear problem which has been
investigated analytically and experimentally by many researchers. The recent

publications concerning this problem have indicated that in general the pheno-
menon of shock wave reflection should be divided into three cases, according to
the types of flow, i.e., 1) steady flow, 2) quasi-stationary flow, and 3) truly
non-stationary flow.

The reflections possible in each type of flow as well as the appropriate
transition criteria between themare described by Ben-Dor and Glass (ref.l and
2) for a quasi-stationdry flow, Ben-Dor (ref.3) for a steady flow and Ben-Dor
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Takayama and Kawauchi (ref.4) for a truly non-stationary flow. Ben-Dor and

Glass (ref.l and 2)hypothesized that in atruly non-stationary flow the R(
regular reflection) - MR (Mach reflection) transition need not be the sane as
the MR - RR transition. They assume that once RR or MR is formed and then the
wedge angle 0 or the incident shock Mach number M is changed gradually to

cause transition to MR or RR, the original reflection (RB or MR) will terminate
only when physically it becomes impossible for it to exist. Observing the shock
transition over a concave or a convex wedge, Ben-Dor, Takayama and Kawauchi
(ref.4) have experimentally shown that in truly non-stationary flows (i.e.,

flows which cannot be made quasi-stationary) the transition angle of RR - MR iz
different from that of MR - RR. Schultz-Grunow (ref.5) has observed that in a
shock transition over corrugated wedges at M = 1.5 and 2.7, the transition
wedge angle becomes smaller than that over a smooth flat wedge owing to sur*aR',;

irregularity.

In the course of the study on the shock transition, it is of primary

importance to investigate the effect of surface roughness on the sho k tr'.:;-
tion over a flat wedge with surface roughness or on the MR - RR or RF - MB

transition over a concave or a convex wedge. Therefore the purpose of the
present paper is to examine this effect on the shock transition over !'la*.

wedges with surface roughness and the MR - RR and the RR - MB transitiri ,vr
the curved wedges with surface roughness. It is found that the shock transiltirn
angle is decreased with increasing surface roughness in both quasi-stationary

and truly non-stationary flows. In the case of the flat wedge with
surface roughness, the experimental result is very well interpreted by using a
shock polar.

EXPERIMENTS

For the flat wedge with surface roughness, the saw-toothed surface rough-
ness of height k =0.1, 0.2, 0.8 and 2.0 mm was set on a flat wedge the apex

angle of w *ch is arbitrarily variable from 100 to 500, as shown in Fig. l(a).
Figure l(b) shows the shape of the saw-toothed roughness.

2k-.

k (bm) 25/k

I 0.1 250

11 0.2 125

-- } IIl o. 8 31.3

IV 2.0 12.5

Flat 25/kTbe1 Saw-toothed

(a)

Fig.l Flat wedge model

Each concave or convex wedge was investigated with three different surface

roughness: ) smooth surface, 2) mesh No. 320 sand paper, and 3) mesh No. 40

sand paper. Practically,a sand paper of mesh No. X has the average grain size
of 25.4/X mm. Therefore the average roughness of a mesh No. 320 sand paper

__ __ _ __ __ _ __ __L
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is 0.08 mm and 0.64 mm for a mesh No. 40 sand paper. The thickness of each sand

paper is 0.3 mm for a mesh No.320 sand paper and 1.3 mm for a mesh No. 40 sand

paper. The sand papers were carefully pasted upon the the curved wedge surface

with epoxy resin. Two types of curved wedges were used: In the concave cylinder

with radius R = 50 mm, the wedge angle changes from 00 to 900, and in the

convex cylinder with R = 40 mm,the wedge angle changes from 900 to 00.

Consequently, the MR - RR transition takes place over the concave wedge, the RR

- MR transition occurs over the convex wedge. Each model is shown in Fig.2.

MsM
Ms 50 mm

Fig. 2 Concave and
convex wedges with

40m surface roughness

Experiments were conducted on the Institute of High Speed Mechanics,
Tohoku University 40 mm X 80 mm shock tube. Incident shock Mach number range
was from l.04 to 4.0 for nitrogen or dry air as test gas at initial pressure of
3 < p < 760 torr. Ben-Dor (ref.6) has shown that in the range M <6 the initial
pressure does not influence the RR MR transition. Consequently, the initial
pressure could be considered practically constant. The initial temperature T
was 293 K throughout the present study. The shock velocity was measured with

0

pressure transducers (Kistler 606L) placed 120 mm apart just ahead of the test
section. The output signal was displayed on electronic counters or a transient

recorder (Iwatsu DM 901). A very good repeatability was obtained, i.e., the
errors of shock Mach numbers thus obtained were ±0.5 % for M < 3.0 and ±0.7 %
for Ms > 3.0.( fordetails see ref.7). s

The non-stationary phenomena were recorded using a 300 mm dia. double
exposure holographic interferometer or mainly to the flat wedge cases direct
shadowgraph technique. A giant-pulse ruby laser with light pulse width of about

20 nsec was used as an instantaneous light source. In the case of the flat
wedge, the shock transition angles were determined from the sequential shadow-
graphs taken under the same initial conditions and only by changing the wedge
angle. This method is completely powerless to the truly non-stationary flow.

Instead an Ima-Con High Speed Camera (John Hadland Model 790)was used in the st-
reaking mode. In the streak mode operation, a curved slit of 0.6 mm wide was

*accurately placed on the test section window in a direction that coincides

exactly with the curved wedge surface. Especially for a convex wedge, a curved
slit of 0.7 mm wide was used. These slits were used only for the curved wedges
with smooth surface or mesh No. 320 surface roughness. However, for mesh No. 40
surface roughness, a wider slit was used due to the larger surface irregularity.

Consequently, measured transition angles included uncertainty of ±1.00 for
a smooth or a mesh No. 320 roughness and ±1.5' for a mesh No. 40 roughness. It~should be mentioned here that in order to obtain the best spacial resolution
for determining the transition point by means of streak camera technique with

curved slits, an image rotator should be inserted between the objective lens
and the camera.

SHOCK POLAR IN QUASI-STATIONARY FLOWS

It is of particular interest to apply aL. Analytical method using a shock
polar valid in quasi-stationary flows (ref.6) to predicting the shock transition

angle over a flat wedge with surface roughness. As sketched in Fig.3, the
influence of the surface roughness is confined only within the region (2) for

RR as shown in Fig. 3(a) and the regions (2) and (3) for MR in Fig.3(b).

In incompressible pipe flows, the coefficient of resistance in rough pipes is

given as a function of the Reynolds number Re = ud/u, and roughness k where
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u, d and u are mean velocity , diameter of the pipe, and kinetic viscosity,
respectively. However, if the roughness is so large that al protrusions reach
outside the laminar sub-layer, the coefficient of resistanc., depends only on
the roughness, ref.8. Huber and McFarland (ref.9) have investigated boundary-

layer growth and shock attenuation in a shock tube with pyramid-shaped surface
roughness and obtained a reasonable agreement between the experimental result
and the analysis using this relationship. In the non-stationary shock tube flow
surface roughness brings about increase of not only the additional wall skin
friction but also the wave drag. However, the mechanism of momentum loss or
others is still far from being completely understood.

(0)- (0)
(1)

. . 3 Fig.3 Sketch of shock

.W SL'diffraction over a

Sflat wedge with

surface roughness

(a) RR (b) MR
Therefore, for simplicity it is assumed here that the influence of surface

roughness is independent of Re and the total pressure loss Ap due to surface
roughness is described Ap = f(k,E)(p1 -p 2 ) where P1,2 are pressure ahead of
and behind the shock waves, re-pectively, and E is the inverse pressure ratio.
This relation is combined with the R-H relations for oblique shock waves to
the regions (2) in Fig.3(a) RR and (2,3) in Fig.3(b) MR. f(k,E) will be deter-
mined from the experimental data and is assumed as follows;

f(kE) = (l-_)n (1)

where X = A(k) is a constant showing a magnitude of surface roughness, and n is
also a constant to be determined from the experimental data. The R-H relations
for the incident shock I are common with Eqs. (2.1)-(2.h) or Eqs. (2.17)-(2.20)

jof ref.6.

For reflected shock R:

p tanf = p tan(l -e ) (2)
1 1 2 1 2 I

p U sin = p U sin(f-e ) (3)
I 1 1 2 2 1 2

p (1-f) + p U 2si 2 f = p (1-j,) + p U 2si 2(4 _6) 4
1 111 1 2 22 1 2

h + - U 2 sin2f = h + - U 2 sin 2 (0 -e
1 2 1 1 2 2 2 1 2 (5)

For Mach stem MS:

, P tanO = p tan(4 -e ) (6)
0 3 3 3 3

U sino = p U sin($-e ) (7)00 3 3 3 33

(1-f) + p U 2 sin 2  
= (1-f p U 2 sin2 ( (8)h 0= asn 3 3 3 3 3 3

1 1( 8
h + - U 2 sin2 * h + - U 2 sin 2 (4 -e ) (9)

2 0 3 3 2 3 3 3

where h , p , e i , and are enthalpy in region (i), flow velocity in
region i), denity in regin (i), deflection angle from its original direction

while entering region (i), and incident angle between shock and flow in
region, j.)respectively. The boundary conditions are as following:

• =n m~ml ~ m m =w mmam mln mmm~ n ~ lml •*
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a = -e for RR in Fig.3(a) (10a)
2 1

p = p,8 = 1+6 for MR in Fig.3(b) (lOb)
2 3 3 1 2

For an ideal and perfect gas, Eqs.(2)-(5) can be reduced to the following

I
1- 2y jl+(y-l) f)-2(1-f)-(l-f) 2(y-l) ( -l)2

tan0 2 = 2 [(l-f2) 1 (11)
y M1 +(1-f)( -l) 2¥+(-f(-)-)

where M, is Mach number in region (1) which was defined by Eq.(2.12) of ref.6.

Eqs.(6 )-(9) can also be reduced to Eq.(ll) if the variables are changed as

M 1 ' M0, E PO/P3, and 82 - 63. As a matter of course this equation can be

reduced to Eq.(2.11) of ref.6 for a smooth wedge, f = 0.

Drawing an incident shock polar I (ref.6) and then a reflectcd shock polar

with Eo.(li), one can immediately determine all the variables in region (2) of

RR or those in regions (2) and (3) of MR. Consequently, for a given surface

roughness, i.e. f(k,t) or )(k) is known, the shock transition criteria, i.e. the

detachment criterion by Von Neur.'md (ref.lO) and mecha ical equilibrium cri-

terion by Henderson and Lozzi (ref.lI) can be calculated. It is found from

Eq.(ll) that with increasing roughness, i.e., A - 1, and the pressure ratio

being kept constant, the deflection angle is decreasing. This indicates that

the critical shock transition angle becomes small with increasing roughness.

RESULTS AND DISCUSSIONS

Typical examples of the shock diffraction at M = 1.44 and 0. 4 over
flat wedges with various surface roughnesses are shown in Fig. 4(a) and (b)
for k = 0.2 mm and in Fig. h(c) and (d) for k = 2.0 mm; (a) MR at 6 = 32.30,

(b) RR at . = 40.60, (c) MR at 6 = 25.60, and (d) RR at 86 3l6o.

. .... .} ........

'1/

14 i

Fig.4 Direct shadowgraphs of shock diffraction over flat wedges with surface
[.- .. roughness, (a), (b); k = 0.2 mm, (c), (d); k 2 .0 mm. "

"i. _ .
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In Fig.4 (a),(b), growth and development of wavelets in regions (2), (3)

are clearly visible. Since the flow in the regions is subsonic the reflected

shock is a simple Mach reflection and growth and decay of the vortices at the

edges of the saw-toothed roughness are seen. These effects thicken the boundary

layer displacement thickness or the momentum thickness etc. and then encourage
the pressure loss in regions (2), (3). In Fig.h (c), (d), since the height of
roughness is much larger than the boundary layer displacement thickness, k =

2.0 mm, edges of roughness act as a step exposed to a subsonic flow and

detached shock waves are observable. These shock waves are accumulated into the
reflected shock. The triple point configuration is still a simple Mach reflec-
tion. For stronger shock waves a complex or a double Mach reflection configura-

tion can be seen at much smaller angles. It should be mentioned that wavelets

generated with smaller surface roughness are good indicators of disturbance

propagation in regions (2), (3).

The critical shock transition angle 6 . is determined experimentally by

taking direct shadowgraphs for slightly dffierent 6 and comparing the triplew
point trajectory angle X against 6 in the similar manner as Smith, ref.12. A
typical example is shown in Fig.5 Yor M = 5.3 (E = 0.05) and 4.2 (0.03), e ..
= 42.0 + 1.00. The result is shown in Fig.6 together withanalytical results
using a shock polar. crit is shown against E. Two criteria, detachment and

\N o o oo

0 0,03

0
0

• o Fig. 5 Variation of the triple

A opoint trajectory angle X vs.ew
1so~ 0for stronger shock waves, E =

0.05 and 0.03. Surface rough-

Iness is 0.2mm ( model II of
Table 1).

O'W[ 2L5'-310 45L

o k :0.1

o 0.2 mechanical equilibrium criterion Fig.6 Experi-

0.8n mental results

S 2.0 ,,of the shock
transition over

, L. G Sflat wedges
/ -0.0 with surface

a a -- A=.275 roughness in

40d _  a.- .o-- - 0.400 (E, eH .t)-pl.
-. 525 Soljdcl nes are
/ 0.675 detachment and

0.6 mechanical equi-
detachment criterion librium criteria

for A = 0.0,
0.1, 0.2, 0.8, i
and 2.0 mm.

1.0 0.8 0.e 0.4 0.2 0.0
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mechanical equilibrium criteria, are M Re 8 crit(degree)
calculated for each roughness. n and Is 1 1 1 1 IV
X(k) representing a magnitude of rough- 0 0 5 25.0 IT 2.
ness in Eq.(l) are obtained from best 11. 0  .92 O.8O 25.0 24.7
fit with the experimental data for each 1.12 0.77 2.50 35.2 32.1 28.3 25.3
k. It is found that n = 7/9 independent - - -
of k and a good agreement is obtained 1.21 .65 3.40 4.5 37.2 34.0 29.6

for each roughness except for very weak l.hW 0.44 2.70 43.7 40.1 37.2 31.1
shock waves. Triangles designate
Smith's experiments for a smooth flat 1 0.2 72.3 73.8 31.5
wedge, ref.12. In conclusion, the 3.77 0.06 0.03 4h.94T.9 39.3 33.8
critical shock transition angles become'
smaller with increasing surface roughness, Table 2 Critical shock
and in the case of 0.8 mm roughness, for transition angles.
example, r ._ for stronger shock waves is about 100 smaller than that for a
smooth flat wedge. The result is tabulated in Table 2.

Typical holography interferomnetric photographs for Ms 1.24 C=0.24) and
mesh No.40 roughness are shown in Fig.7, (a); MR, concave wedge, (b); RR con-
cave wedge, (c); RR convex wedge, (d); MR convex wedge. Figure 7(a) is an
infinite fringe width interferometric photograph while the others are finite
fringe width interferometric photographs. Duetolarge roughness,k =0.64mm , the
flows behind the reflected shock waves are strongly disturbed. The critical
sock transition angle for concave wedge is 53-50, and 27.00 for convex wedge.

It should be mentioned that in Fig.7(b), a normal shock wave still exists
behind the regular reflected shock wave and this fact indicates that the MR
RR transition over a concave wedge with mesh No.240 roughness obe~s the processof inverted Mach reflection, see ref.13. 8crit for the curved wedge cases can

be determined easily and accurately by using streak camera technique withcurved slits. Typical examples are shown in Fig.8,(a); M = 1.4, concave wedge
with mesh No.320 roughness, (b); M = 1.3, convex wedge with mesh No.320
roughness, where I, R, MS, and SL designate incident shock wave, reflectedshock wave, Mach stem and slip line, respectively.

A*1\

IM-

Fig.? Holography literferometric photographs of shock transition over a concave

or a convex wedge with mesh No. 40 roughness.

Lei
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I

, It
/ SL

(a) (b)T

0 
L

01;

0 /
05 .4 

44/2

M&= 1.3

Fig.8 x-t diagrams of MR RR or RR MR transition over a concave or a convex
wedge with mesh No. 320 roughness, (a); concave wedge, (b); convex wedge.

If the shock diffraction process is observed through a curved slit, it can
be easily seen that in the MR - RR transition the trajectory of the first Mach
stem M splits into those of I, R, MS, and SL at the transition point T, while

in the RR - MR transition the trajectories of I and R intersect at T and turn
into MS and SL at T. Therefore,the transition point T can be easily recognized;
for more details see ref.4. The influence of mesh No.320 roughness is almost

unnoticeable while as seen in Fig.7, mesh No.40 roughness has a significant
4 ~effect on the flow behind the reflected shock wave, i.e., on the shock transi-

tion angle.

I Figure 9 represents the present experimental result. The solid line A and
B correspond to RR - MR and MR - RR criteria, detachment and mechanical equi-
librium criteria, respectively. Dashed line A' and B' also correspond to those
of imperfect nitrogen, p = 15 torr and T = 300 K, ref.l.Solid line C and D
represent the result for quasi-stationary flows with k = 0.2 mm and 0.8 mm,

80
Fig.9 Present experi-

mental results of the
0Z 0 M - RR and RR MR

A ' transition in

60 0o 0 0/ Solidcline A,B;

IN 'bdetachment and
or A mechanicalequilibrium

A' criteria, respective-

40 - A I- ly, dashed line A',B';
' o the same criteria in

imperfect nitrogen

*** L 0006 and solid line C and
D; the same criteria

20 concav c smooth wall for flat wedges withI / 0• mes 3200.2 mm and 0.8 mm
0 • mesh 320 saw-toothed roughness.

01
1.0 0.8 0.6 0.4 0.2 0.0
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as shown in Fig. 6, respectively. Since the equivalent saw-toothed roughness
is given by ks = 1.33k, ref. 9, solid lines C and D correspond to ks = 0.27 mm
and 1.07 mm, respectively. Experiments were conducted with three cases, smooth
surface, mesh No. 320 roughness, and mesh No. 40 roughness. The result for mesh
No. 320 roughness is almost the same as that for a smooth wedge for all the
shock Mach numbers. However, the shock transition angle for mesh No. 40 rough-
ness is much smaller than that for a smooth surface or mesh No. 320 roughness,
except for very weak shock waves. It is expected that the analytical curve
which corresponds to mesh No. 40 roughness in quasi-stationary flows exists
between curves C and D. In conclusion, the shock transition angles for both
concave and convex wedges are decreased with increasing surface roughness and
this tendency is prominent for stronger shock waves. For example, at about Ms =

4.0 (1 = 0.05) the transition angles for mesh No. 40 roughness are about 100
smaller than those corresponding to a smooth surface, and the MR-*RR transition
takes place at 540 (650 for a smooth concave wedge) while the RR--*MR occurs at
27* (40* for a smooth convex wedge).

CONCLUSIONS

An experimental investigation of the shock transition over flat wedges with
surface roughness in quasi-stationary flows and the MR-,-RR and RR-,-*MR transi-
tions over concave and convex wedges with surface roughness in truly non-
stationary flows revealed that:

1) As the surface roughness increases, for a given incident shock Mach number
the wedge angle at which the shock transition takes place decreases in both
quasi-stationary and truly non-stationary flows.

2) For mesh No. 40 roughness, it seems that the transition angle becomes
independent of the incident shock Mach number, i.e., I
a) MR--w-RR transition occurs at 0w = 540.
b) RR- -MR transition takes place at Ow = 270.

3) An analysis taking into account the effect of surface roughness and using a
shock polar can explain the shock transition phenomena in quasi-stationary

'flows.
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MICROSCOPIC STRUCTURE OF THE MACH-TYPE REFLECTION

OF WEAK SHOCK WAVES

Zbigniew A. Walenta

Department of Fluid Mechanics, Institute of Fundamental
Technological Research, Polish Academy of Sciences

00-049 Warsaw, ul. Swietokrzyska 21, Poland

The purpose of the present work was to investigate
the microscopic structure of the three-shock inter-
action region generated in a low-densitv shock tube
during the Mach-type reflection of a weak shock wave.
The experimental conditions corresponded to the case
when Von Neumann's theory fails to predict Uhe exis-
tence of reflection while Guderley's theory pre-

dicts the presence of a rarefaction wave behind the
reflected shock. The experiment shows that under
such conditions the Mach-type reflection does exist,
and no rarefaction wave is present. A possible
reason for this disagreement is the influence of
viscosity, neglected in Von Neumann's and Guderley's
theories..

INTRODUCTION

The purpose of the present work was to investigate experi-
mentally the Mach-type reflection of weak shock waves (Fig. 1).

insckf

V~hohock

M ach ster "

. FIG. I MACH-TYPE REFLECTION

For strong shocks this phenomenon is reasonably well understood in
terms of the theory proposed by Von Neumann (ref. 1). In this
theory the steady flow of an ideal gas is considered. Thus the
shock waves are considered as discontinuities. Assuming that the
shocks are planar, the Rankine-Hugoniot conditions are obeyed and
the flow in regions between the shocks is uniform. The slipstream
generated behind the triple point is thin and there is no pressure

__ _ __I
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difference across it.
The solution of the Mach reflection problem is conveniently

illustrated on the polar diagram in p - 6 coordinates (Fig. 2)
where p is pressure ratio across the shocks and 0 is the flow
deflection angle.

(a) 1(b)

P1c) 

POLAR DIAGRAMS FOR
MACH-TYPE REFLECTION

&Since at both sides of the slipstream behind the triple point the
pressures and flow directions are the same, the solution is given

Pby the point of intersection of the shock polars for the incident
and reflected shocks.

When, as shown in Fig. 2a, there are two points of inter-
section, the theory fails to predict which one gives the proper
solution. Experiments show that the point on the left hand side
is the proper one. If the Mach number is decreased, only one
intersection point may exist (Fig. 2b). If it is placed at the
right-hand side of the reflected shock polar the theory predicts
that the reflected shock wave is inclined upstream as shown in
Fig. 2b.

For even weaker shocks there may be no intersections of the
shock polars at all, and according to Von Neumann's theory there
should then be no Mach reflection (Fig. 2c). For this situation
Guderley (ref. 2) proposed a solution assuming that behind the
reflected shock a rarefaction wave was generated, thereby equi-
librating the pressures at both sides of the slipstream. The
reflected shock in this case should also be inclined forward and
strongly curved in the vicinity of the triple point. The above
mentioned rarefaction wave as well as the forward inclined reflected
shock wave have not been observed experimentally. It was suggested
that they should not be noticed with the conventional optical tech-
niques because of the small dimensions. However, some investigators
(ref. 3) argues that no rarefaction or strong shock curvature
actually would exist at low densities since all such effects would



4

Structure of Mach Reflection 1337J

be masked by viscous effects. To know the actual situation it was
necessary to perform suitable experiments under low density con-
ditions, with the linear scale expanded sufficiently so that the
necessary details of the triple point region were visible.

EXPERIMENT

The experiments were performed in a low-density shock tube
250 mm in diameter and 17 meters long (ref. 4). The ordinary dia-
phragm was replaced by a steel plate with a 20-mm opening closed
by an electromagnetically driven valve. The valve required about
four milliseconds to open completely. This device made it possible
to generate very weak shocks since the driver pressure could be
made arbitrarily low. To measure the velocity of very weak shocks
two electron guns working on the beam attenuation principle were
used. The first electron gun was also used to trigger the measur-
ing equipment, while the second was used for the actual recording
of the density profiles. With this equipment it was possible to
study shocks down to Mach number M s = 1.1 at the initial pressure
of 0.2 mm Hg in Argon.

To maintain the planarity of the flow, a rectangular "cookie
cutter" was placed in the test section of the tube (Fig. 3).

cookie cutter Al

electron

trp;le p*
traectory wed'ge

Al

I.

~FIG. 3 TEST SECTION OF THE SHOCK TUBE

Inside this cookie cutter a 25-degree wedge was placed. The wedge
could be shifted in the direction parallel to the tube axis. The
density measuring electron beam was perpendicular to the tube axis
and parallel tc' the wedge surface. To avoid the influence of the
sidewall boundary layer, both the beam injecting needle and thecollector cup protruded deep into the test section. In order to

cup.
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obtain the reference time a laser differential interferometer was
used, placed perpendicular to the electron beam in the test section.
The signal from this interferometer was recorded simultaneous]y
with the signal from the electron gun.

In a single run it was possible to obtain the density distri-
bution along a straight line parallel to the trajectory of the
triple point (Fig. 5). To obtain the whole density field it was
necessary to superimpose the results taken from several runs at
various positions of the wedge. Such a superposition was possible
due to very good repeatability of the runs. The scatter of the
shock speed was ± 1%. To obtain the triple point trajectory angle,
for each Mach number two sets of runs were taken with the beam
placed at two different positions with respect to the tube axis.
The conditions of the experiments are summarized in Table I.

Table I

Experiment I II

Test gas Argon Argon

Initial pressure 0.250 mm Hg 0.250 mm Hg

Initial mean free path 0.218 mm 0.215 mm

Driver gas Nitrogen Nitrogen

Driver pressure 200 mm Hg 100 mm Hg

Shock Mach number 1.28 1.14

Wedge angle 250 250

The experimental conditions correspond to the case of no inter-
section of the shock polars. Hence the rarefaction wave and the
strongly curved reflected shock, inclined forward, should be
present.

RESULTS

The results of the experiments are presented in Figs. 4-6.
Figures 4 and 5 show the positions of the inflection points of the I
density distribution curves inside the shocks for Mach numbers
Ms = 1.28 and Ms = 1.14, respectively. For Ms 1.28 the reference
time was taken from the interferometer. For Ms = 1.14 the position
of the incident shock was taken as the reference point since the
signal from the interferometer was too weak in that case. From
these figures it is evident that in the cases studied:

1. in the vicinity of the triple points no curvature of the
reflected shock can be noticed.

2. the reflected shocks are inclined backwards, contrary to
the prediction of Von Neumann's and Guderley's theories.

Figure 6 showis four oscilloscope traces taken in Experiment II at
the beam locations indicated in Fig. 5. Figure 6a shows the inci-
dent and reflected shocks separated by a relatively long plateau.
Figure 6b shows both shocks very close to each other. Figure 6c I
shows only the Mach stem. None of these records shows any indica-
tion of rarefaction waves.

.I
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Experiment I

Aa
FIG. 4 POSITION OF THE INFLECTION POINTS

OF THE DENSITY DISTRIBUTION CURVES

A reflected .hi&

C

Experiment II

FIG. 5 POSITION OF THE INFLECTION POINTS
OF THE DENSITY DISTRIBUTION CURVES
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(a)

(b)

(d)

FIG. 6 DENSITY DISTRIBUTIONS ALONG ThE LINES A,B,C,D IN FIG. 5
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CONCLUSIONS

The reported experiments give some insight into the details
of the flow in the region of interaction of three shocks in Mach-
type reflection for weak incident shocks. The results are con-
trary to the predictions obtained on the basis of Von Neumann's
theory (reflected shock inclined forward) and Guderley's theory
(rarefaction wave behind the reflected shock). A possible expla-
nation is that both theories assume inviscid flow, while viscosity
probably has strong influence on the flow in the vicinity of the
triple point at low Mach numbers. An adequate theory of the
phenomenon is still lacking.
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WEAK SPHERICAL SHOCK-WAVE TRANSITIONS OF N-WAVES

IN AIR WITH VIBRATIONAL EXCITATION*

H. Honmat I. I. Glass, 0. Holst-Jensen and Y. Tsumita-

Institute for Aerospace Studies, University of Toronto, Toronto, Canada
and

1Department of Mechanical Engineering, Chiba University, Chiba, Japan

The effects of vibrational excitation on shock-wave
transitions of weak spherical N-waves were investigated for

Coverpressures below 100 Pa. The spherical N-waves were gen-
erated by using sparks and exploding wires as sources in a
still-air dome of 40-m diam. The pressure profiles of the
N-waves were observed by using high-frequency microphones,Awhich were located at several positions (10-30m) from the

MCC source. It was found that the measured risetimes of the
l -yaves for overpressures of 5-30 Pa and half-duration of
50-120 Psec were much shorter than the risetimes estimated
from the theory of plane, fully-dispersed waves with vibra-
tional excitation of oxygen.,, In order to clarify the real-
gas effects on the risetimes bf weak spherical N-waves, the
compressible Navier-Stokes equations were solved numerically,
including vibrational-relaxation relations for oxygen, using
a pressurized air-sphere explosion as a model. By employing
the random-choice method (RCM) with an operator-splitting
technique, the effects of artificial viscosity appearing in
finite-difference schemes were eliminated and accurate pro- I
files of shock transitions were obtained. A slight random-
ness in the variation of the shock thickness remains. It is
shown that a computer simulation is possible by a proper
choice of the initial parameters to obtain the variations
of the N-wave overpressure and half-duration with distance
from the source. The calculated risetimes are also shown
to simulate both spark and exploding-wire data. It was
found that both the duration and the attenuation rate of
a spherical N-wave are important factors which control its
risetime, in addition to the vibrational relaxation times
of oxygen.

INTRODUCTION

The pressure waves generated by supersonic transport aircraft (SST) and
from explosions in air are often observed as weak N-waves far from the source.
Such pressure waves are heard as sonic booms. The loudness of these waves

*This work was supported by the U.S. Army Research Office and the USAF under

Grant AFOSR-77-3303 and the Natural Sciences and Engineering Research Council
of Canada and the Japan Society for the Promotion of Science.
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depend on their maximum overpressures and risetimes (Ref. 1). The N-waves with
short risetimes are perceived as louder and more startling than the ones with
long risetimes. As a consequence N-wave risetimes were investigated exten-
sively (Refs. 2,3,4). However, the observed SST risetimes were found to be
larger than those which were estimated from classical theory for viscous shock
structures of steady, plane waves (Ref. 5).

This discrepancy was attributed mainly to the effects of atmospheric tur-
bulence (Refs. 6,7,8) and real-gas effects arising from the vibrational excita-
tion of the oxygen and nitrogen air molecules (Refs. 9,10). However, the
decisive factor for this increased risetime was still in question. Consequent-
ly, the effects of vibrational excitation on shock-wave transitions of x4eak
spherical N-waves were investigated for overpressures below 100 Pa from both
experimental and analytical considerations. The pressure profiles of spherical
N-waves, which were generated by sparks and exploding-wires in a still-air dome
(Ref. 11) were compared with numerical results, which were obtained by solving
the compressible Navier-Stokes equations with vibrational-relaxation relations
for oxygen. For this purpose the random-choice method (RCM) was used with an
operator-splitting technique.

The risetime is defined as the time interval for the overpressure to vary
from 10% to 90% of its peak value. Figure 1 illustrates the definition of
N-wave risetime tr and its half-duration td.

0E
CFigure 1. Definitions of N-wave
1p -risetime tr, half duration td, and

- - overpressure Ap as functions of

,t

'SPARK AND EXPLODING-WIRE EXPERIMENTS

The purpose of these experiments was to generate weak, fully-developed
N-waves with overpressures below 100 Pa in air, which would have interference-
free shock fronts. This was accomplished by using sparks and exploding wires
(Ref. 11). The dome containing the UTIAS air cushion vehicle (ACV) circular-
track facility was used as a still-air reservoir for part of the experiments.
Its major internal diameter is about 42.7m. This provided waves free from
interference with walls and other objects.

For detecting weak shocks in the overpressure range 5-100 Pa, a condensor
microphone was used [Bruel & Kjaer (B&K) 4135 free field 6.3mm (i/4in) diam.
Amplification of the microphone signal was provided by a preamplifier B&K 2619,
and a power supply B&K 2807. The response of the microphone system was tested

in the UTIAS Travelling-Wave Sonic-Boom Simulator (Ref. 12). When measuring
without its protective grid at zero angle of incidence, the microphone has an
approximate minimum risetime tr = 2.9 psec. The oscilloscopes used were
Tektronix types 555 and 535 with a type D plug-in that has a bandwidth better
than 300 KHz. The microphone was calibrated with a B&K Pistophone type 4220,
which gives a sound pressure level at 250 Hz of 124 dB.

In the first series of experiments, sparks were used as a source of
N-waves. The sparks were generated by the energy release from a charged 7.5 pF
capacitor. The maximum charging voltage was 8 KV and the discharge device was
a thyratron. A microphone was placed ahead of the measuring microphone in
parallel to get the trigger signal for the oscilloscope. The source and the
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microphones were set up at 1.8m above the floor to avoid distorted recordings
by the measuring microphone due to reflected signals.

Fairly extensive measurements were done by using sparks at temperatures
of 273-277 K and relative humidities of 50-73%. Six source-receiver distances,
4.1m, 4.9m, 9.8m, 15.6m and 21.6m, were employed with four different charging
voltages of 4.4 KV, 5.0 KV, 5.4 KV and 6.0 KV. This series of measurements is
termed Series-I. Another series of measurements (Series-II) was also done at
a temperature of 289 K and the relative humidity of 50% for the distance range
of 11.8 - 19.Om and a charging voltage of 4.4 KV.

Exploding wires were used to produce N-waves by replacing the resistor in
the spark circuit by a thin nickel wire 0.125 mm diam and optimum length of
5 cm (Ref. 11). The sudden discharge of energy vapourized the wire. The ex-
pansion of the metal vapour generated an N-wave in the far field. The measure-
ments were done at two conditions for Series III (T1 = 277 K, RH = 75%, R =
27.6m, S = 4.6 KV, 6.0 KV), and for Series IV (T1 = 280 K, RH = 87.5%, R =
24.3m, 29.3m, S = 4.6 KV, 6.0 KV), where T1 is the room temperature, RH the
relative humidity, R the distance from the source and S the charging voltage.

The vibrational relaxation times for oxygen and nitrogen were evaluated
by using the empirical relation obtained from the absorption of sound waves by
Bass and Shields (Ref. 13), as tabulated in Table 1. The vibrational relaxation
times at room temperature strongly depend on the absolute humidity of the
atmosphere.

Table 1. Vibrational relaxation times for oxygen (T0 ) and nitrogen (TN).

T1  RH To0  TN

Series (K) (%) (Hsec) (msec)

I SPARK 273-277 50-73 14-17 1.05-1.22
II SPARK 289 50 5.8 0.52

III E.W. 277 75 9.1 0.75
IV E.W. 280 87.5 5.7 0.52

Representative oscillograms from sparks and exploding wires are shown in
Fig. 2. It can be seen that both spark and exploding-wire sources make it
possible to produce well-established N-waves far from the source. In the
exploding-wire experiments, the N-waves were much cleaner than those generated
by a spark, especially with regard to the rear shock. It was found that the
wire length L plays a significant role in shaping the rear shock pressure
profile. After testing several wire lengths, a wire length L = 5.0 cm proved
to generate the most symmetrical N-waves, and was used in all subsequent runs.
The microphones were set up normal to the wire to minimize any line-source
effect.

The measured risetimes of the N-waves for overpressures of 5-30 Pa and
half-duration of 50-120 ps were much shorter than the risetimes estimated from
the theory of plane, fully-dispersed waves with vibrational excitation of
oxygen (Ref's. 9,10). (The vibrational excitation of nitrogen can be neglected,
since its relaxation time is much longer than the duration of the N-waves, as
shown in Tables 1 & 2.) In order to clarify the effects of vibrational excita-
tion on the risetimes of weak spherical N-waves it was essential to do a numer-
ical analysis.

NUMERICAL ANALYSIS FOR WEAK SPHERICAL SHOCK WAVES

The problem of an explosion of a pressurized air sphere with low pressure
ratio in atmospheric air was used as a model to generate weak shock waves. The
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Figure 2. Spark and exploding-wire
a) SPARK generated N-waves.

(a) Series-I: Spark, S = 6.0 KV,
R = 21.6m; (Ap) ax = 8.2 Pa, td-
72 ps, tr = 11.9 us.
(b) Series-IV: Exploding-wire, S =

6.0 KV, R = 29.3m; (Ap)max 20.2 Pa,
td = 122 iis, tr = 15.2 ps.

50 p~sec b) EXPLODING

.!WIRE

Table 2. Data for the N-waves exhibited in Fig. 3
and the curves plotted in Figs. 4-7

Curves Curves R R (np) t t
in in Series Source 0 max d r

Fig. 3 Figs.4-7 No. Type P41 (cm) (m) (Pa) (is) (s)

(a) A II SPARK 1.2 1.8 22.4 5.0 71 6.5 Perfect, viscous
(b) I SPARK 1.2 1.8 22.4 4.7 85 7.9 Real, inviscid
(c) C I SPARK 2.44 1.15 22.4 8.0 83 10.3 Real, viscous
(d) D II SPARK 1.8 1.15 22.4 5.0 72 19.1 Real, viscous I
(e) E IV E.W. 3.3 1.8 30.0 13.5 132 20.0 Real, viscous

(P4 1 : Initial pressure ratio of the pressurized air sphere4 Ro: Radius of the initial sphere)

analysis aims at simulating the spark and exploding-wire experiments in order
to clarify the effects of the vibrational relaxation on the shock structure of
weak blast waves in air. The analysis is based on the following assumptions.
(a) The flow is a nonstationary one-dimensional (plane or spherical) viscous, I
compressible flow. (b) The viscosity p and the thermal conductivity X are
assumed to be constant. (c) The gas is air, and only the vibrational relaxa-
tion of uxygen is taken into account; the vibrational excitation of nitrogen
can be neglected. (d) the bulk viscosity due to the rotational relaxation
is assumed to be pv = (2/3)p.

Then, the basic flow equations can be written as

-t ( .- H +C +a ) - HR (1)

U ua u F =

[ 0I u p 2  I 21u 0 '
" I " E+pu r2=  0 ' R = 0

ouo o Je-O]/%
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p = pRT, E = P (e+ , = U RT + a

where a = 0 for plane flows and a = 2 for spherical flows, P - density, u -

velocity, p - pressure, T - temperature, E - total energy, e - internal energy,
R - gas constant, a - vibrational energy for oxygen, ae - equilibrium vibra-
tional energy for oxygen, To - vibrational relaxation time for oxygen. The
harmonic oscillator approximation is applied to the vibrational energy level.

An operator-splitting technique is applied to Eq. (1). The calculation
is carried out for each spatial mesh in each time step using the following
procedure: (a) the hyperbolic equations are solved for an inviscid frozen
plane flow aU1/at = -aF/ar. (b) The spherical corrections are made by using
the values of the physical properties evaluated in the step (a) aU2/at =
-a(Hi)l.(c) The viscous diffusion equations are solved by using the values of
the physical properties evaluated in the step (b) aU3/3t = [32/ar2*(a/r)a/Dr]C2
-a(Hv)2. (d) The vibrational relaxation equation is solved by using the values
of the physical properties evaluated in the step (c) 3U4/3t = (HR)3. The final
solutions are obtained in the step (d).

The RCM is applied to the step (a), and the explicit method of finite
difference is applied to the steps (b)-(d). If one step is passed over among
the steps (b)-(d), we could have a solution for a plane flow, an inviscid non-
equilibrium flow or a viscous frozen flow, respectively. These are termed as

* a plane solution, a real, inviscid solution and a perfect, viscous solution,
respectively. The full solution including both effects of vibrational excita-
tion and viscosity is called a real, viscous solution.

It is noted that RCM is a numerical method developed by Glimm (Ref. 14),
Chroin (Ref. 15) and Sod (Ref. 16) for one-dimensional flow problems including
shock waves. In this method, a Riemann problem is solved for each spatial mesh
in each time step, and then one of its solutions is chosen at random as a solu-
tion for the next time step by using a random sampling technique. It has thegreat advantage that shock waves and contact surfaces appear as discontinuous

surfaces without spreading by implicit or explicit artificial viscosity in-
herent in finite-difference methods. The algorithm developed by Saito and
Glass (Ref. 17) was used in the present study. As a check on the method,
perfect, viscous, numerical solutions for an impulsive step wave were compared
with Lighthill's analytical solutions (Ref. 18). Very good agreement was
obtained thus lending confidence to the subsequent calculations.

Figure 3 illu~trates typical pressure and temperature profiles of spheri-
cal N-waves, which were computed to simulate the spark and exploding-wire data.
The initial conditions P41 and Ro, the radius of spherical front R, the over-
pressure (AP)max, the half-duration td and the risetime tr are shown in Table
2. Figures 3(a) and (b) correspond to the viscous, perfect solution and the
real, inviscid solution, respectively. Figure 3(c)-(e) correspond to the real,
viscous solution. Figure 3(a)-(d) exhibit the spark simulation and Fig. 3(e)
shows the exploding-wire simulation. It should be noted that the shock-transi-
tion profiles differ. The profile of the perfect, viscous transition [Fig.
3(a)] is not similar to either profile of the steady, plane wave (Taylor, Ref.
5), the unsteady, plane wave (Lighthill, Ref. 18) or the N-wave for moderate
Reynolds numbers (Lighthill, Ref. 18). Figure 3(b) indicates that the wave is
a partly dispersed wave with a discontinuous front, even though the steady
plane wave becomes a fully dispersed wave with a smooth transition for the
corresponding overpressure (Refs. 5,9,10). Figures 3(c) and (d) illustrate
the effects of the oxygen vibrational excitation. It can be seen in Fig. 3(c)
that the shock transition is mainly controlled by viscous dissipation owing to
the long vibrational relaxation time. In Fig. 3(d), the wave front becomes a
fully dispersed wave for nearly the same distance and overpressure as in Fig.

3(c), since the 3(d) relaxation time is shorter titan the 3(c). In Fig. 3(e),
the wave front is also a fully dispersed wave..,: %
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(e) Series IV - Exploding wire, real, viscous.
(AT V - vibrational temperature difference)

Figure S. computer simulated N-waves.
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The risetimes of these waves are much shorter than the risetimes evalu-
ated from the theory of steady, plane waves for viscous or dispersed shocks.
They are affected considerably by the duration of the N-waves and the attenu-
ation rate of the maximum overpressure, which is especially important. In
blast waves, the maximum overpressure decreases with distance from the source.
The rate of change of the maximum overpressure depends on the distance from
the source and the energy of explosion. However, the shock thickness increases
with decreasing maximum overpressure. The rate of change of this thickness is
finite and depends on the maximum overpressure, becoming increasingly small as
the shock is weakened. If the attenuation rate of the maximum overpressure is
very large, the change of shock thickness cannot follow the change of the over-
pressure, and the shock thickness or risetime remains short regardless of the
maximum overpressure. This can be designated as the nonstationary effect and
it complicates the problem. The transient behaviour of shock transition must
be evaluated for each case. This is the basic reason why numerical simulation
is required for weak spherical N-waves in order to evaluate their risetimes.

COMPARISON WITH EXPERIMENTAL DATA

The computer simulation was carried out by adjusting the radius Re of the
pressurized sphere and the diaphragm pressure ratio P4 1 to fit the experimental
data for the maximum overpressure (Ap)ma x and the half-duration td of the
N-wave against the distance R from the source. Several trial calculations
were required to obtain curves A-E in Figs. 4 and 5. The initial conditions
of these curves are tabulated in Table 2. It can be seen from Figs. 4 and 5
that one can simulate the change of (Ap)max and td against R by a proper
choice of Ro and P41. The pressure and temperature profiles in Figs. 3(a),
(c), (d) and (e) exhibit the properties to be found on curves A, C, D and E,
respectively, in Figs. 4-7.

C

CL 30 EXPLODING-WIRE

%0% 6 KV % Figure 4. Overpressure
. %data and their computer

CL.2 D %44K simulation.'42% 4. KV % q0

%\\/4.6 KV,/

_ A \SPARK

%0 0,/ &P)max N R - 1.45

THEORETICAL EXPERIMENTAL
-q- A 0 Series- I

-0-C ' \ " Series - 11

5 -0 %\ Series- iM-E 0 Series - IV
i I I I

10 15 20 3R,m
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Figure 5. Half-duration data and their computer simulation.
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R, m
Figure 6. Risetime as a function of distance from source.

In Figs. 6 and 7, the risetimes are plotted against R and (p)max, respec-
tively. Curve A indicates that the perfect, viscous solution cannot simulate
the unsteady behaviour of the risetime. Curves C, D and E indicate that the
real, viscous solutions simulate the experimental results reasonably well, when

J one considers the complexities of the discharge types. Curves C, D and E v
almost simulate the data for Series I, II and IV, respectively.

The general features of the results can be summarized as follows. (1)
The maximum overpressure initially attenuates inversely proportional to the

.- - radius of spherical front (Fig. 4). However, the attenuation rate increases
S..'with Increasing radius for weak waves of overpressures below 100 Pa. It is
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td = W1S EXPLODING-WIRE Figure 7. Risetime as
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mainly controlled by the energy dissipation due to vibrational excitation of
air molecules. The shorter the vibrational relaxation time, the faster is the
attenuation. The two series of spark experiments illustrate this tendency.
(2) The half-duration td increases with radius R (Fig. 5). Its rate of in-
crease is about 1.0 usec/m, which also simulates the experimental data. The
increase in td is also attributed to real-gas effects, as the perfect gas solu-
tion does not give such an increase in td. It ma- be attributed to the differ-
ence in the sound speeds between the front and the middle of the N-wave. (3)I The spark data and their simulation for risetime (Fig. 7) show that the shorter
relaxation time gives the longer risetime and the longer relaxation time gives
the shorter risetime. This tendency is due to the nonstationary effect. The
long relaxation time gives the slow rate of change of the shock thickness, so
that the risetime remains short even for weak waves. (4) The exploding-wire
data and their simulation show by comparison with the spark data that the I
stronger explosion and the longer duration give the longer risetime for the
same overpressure (Fig. 7). This is again due to the nonstationary effects.
The strong explosion gives a slower rate of change of the maximum overpressure
for the same overpressure (see Fig. 6) so that the risetime has enough time to
increase. Furthermore, a longer duration provides a margin for increasing the
risetime.

CONCLUSIONS

It has been shown that the real, viscous solutions for the risetimes of
weak spherical N-waves can simulate the spark and exploding-wire data obtained
in a still-air dome. The random-choice method (RCM) with an operator-splitting
technique is an excellent means of analysing shock-wave transitions, including
the effects of viscosity and oxygen vibrational excitation. It was shown that I
the duration and the attenuation rate of a spherical N-wave are factors which
control its risetime, in addition to the vibrational relaxation times of the
air molecules. Furthermore, it was found that the duration and the attenu-
ation rate are also affected by the vibrational excitation. The present results
on the transient behaviour of spark and exploding-wire generated N-waves are
applicable to all types of blast waves and sonic booms. The data will provide
a basis for studying the attenuation and the risetime of weak blast waves and
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sonic booms. Finally, it is doubtful if sparks or exploding wires can accu-
rately simulate the risetime of actual SST-generated N-waves.
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Generation of the patterns in gaseous detonations

F. Schultz-Grunow

at Institute for Applied Mechanics, RWTH Aachen

Aachen, West-Germany

The problem is the mode of formation of the firstCinitial regular pattern and its spacing in a de-
tonation front. It is generally accepted that

*these patterns are due to a selfsustaining process
of formation of Mach stems by colliding blast
waves and blast waves by secondary local explo-
sions initiated by these Mach stems whilst the
reason for the very first explosions and their
caused by temperature perturbations as they are !
introduced with any kind of ignition. A steady
mode of perturbation is derived which initiates
the first local explosions at the very end of the
combustion zone. They substitute the unrealistic
asymptotic decrease. The concept is in agreement
with measurements of the reaction time and of the
spacing of soot patterns.C-
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Numerous publications deal with the regular patterns observed
in detonations as corrugated frcnts leaving behind regular patterns
of striae, as well as cellular patterns drawn by detonations swee-
ping along sooted walls. According to the common view the triple
points of Mach stems draw the soot patterns. The Mach stems are
caused by blast waves which had been produced by pointwise secon-
dary explosions initiated by Mach stems. The production of the Mach
stems is a selfsustaining process. With this view agreement could
be achieved (11 with the numerous observations using high speed
photography or sooted walls.

Yet one is not able to see the reason for the mode of formation
of the initial pattern and for the specific scale of these patterns
which is quite independent of the geometry; that means it occurs
in ducts or in cylindrical and spherical detonations (i]. Looking
at the experimental results [1,2,3,4] with sooted walls one notices
an interesting dependence on the inverse pressure what points to an
influence of the order of reaction. Indeed on reasons of nondimen-
sionality the spacing 1 should be ,. f-, resp. with coefficient
of diffusion D, heat conductivity a and reaction time T. D, a de-
pend inversely on the pressure p and so does T in a second order
reaction. Thus 1 is , i/p. The second order was proved by Kistia-
kowsky and Kydd [5] for H2 -, 0 2 -mixtures. They are used in the
following.

SWhilst it is no problem to produce perfectly homogenous gas mix-
tures, the methods of ignition produce perturbed temperatures. This

4 suggests to superpose perturbations % to the main C.J.-temperature
T2 . As will be seen these perturbations especially are of influence

V at the end of the combustion zone. There the rate of reaction is
practically constant [5] compared with the time intervals consi-
dered here and the main temperature as well because of the asympto-
tic decrease.

For small perturbations-) one is therefore inclined to apply the
equation of heat conductivity for incompressible media with cv in-
stead of c in kcal/m 30 K owing to the rapid changes to be consi-
dered. A t~rm for the heat production by reaction has to be added,
UCv@ , where U is the time factor and Cvi the heat release. Thus

a(1) cv D/dt = AA# + Uc v%

Since the combustion is bound to a surface the operator A refers
to the plane with coordinates x, y. The solution is

(2) 1= Z Z sin(sx ± By) exp-[(a 2+82 )X - Ucvlt/cv

To have equally distant triple points they must form equally sided
triangles. Then a/B = tg 609 = 1.734 and a

2 + 8 2  1.33 c 2 with
a = 2w/i. There exists a steady solution if

(3) 1.33 ar2A Ucv

It relates the steady wave length to the heat release.
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During the main part of combustion where U is large the corres-
ponding steady wave lengths are so extremely small that they are
irrelevant. Approaching the end of the combustion zone, however U
becomes small enough that I may correspond to the spacing of the
soot patterns. A 1% perturbation amplitude raises the Arrhenius
factor by 10% at the end of the combustion zone when the activa-
tion energy is 57 kcal/mole [5] and the temperature 3300 0K. This
is equivalent to a 5% richer mixture. Thus the perturbations in
fact can act as initial centers of secondary explosions the blast
waves of which form by collision the first Mach stems. It even
makes no difficulty to see why in cylindrical and spherical deto-
nations the specific spacing is maintained although the reacting
surfaces expand. The perturbations exist as long as combustion
lasts and correspondingly new explosion centers can be formed if
the spacing gets too large. Thus the unrealistic asymptotic end of
the combustion zone is replaced by such secondary explosions which
use up the rest of unburnt gas.

By applying eq.1 one should be aware that the presence of water
vapour reduces the heat capacity ratio y so that small temperature
perturbations may not need to mean small density deviations. These
however occur rapidly enough to act mainly as enhancement of the
secondary explosions.

The question arises why the steady wave length is predominant
since solution (2) admits also smaller and larger wave lengths.
The method of Fourier expansion shows that only smaller wave
lengths are superposed. Thus the steady spacing eq.3 excludes lower
harmonics.

This concept will be proved with stoichiometric H2-02-mixtures
diluted with A because there exist for them once measurements of
the spacing 1 of soot patterns [3,41, secondly because of kinetic
results on the C.J.-state [6) and finally on account of the said
measurements of the reaction times ([51 s. Fig.7). These experi-
ments use Xe as diluent but it was proved that the percentage of
Xe has not the least influence furtheron the use of A or He makes
no difference according to experiments [41, so that they also may
be used when A is the diluent. The measurements are presented for
a partial 02 -pressure POA 

= 20 Torr and times at which 75% are
burnt. Then for stoichio etric mixtures as here considered
PH = 40 Torr. On account of the second order reaction these times
ca be reduced to any specific C.J.-state.

The time factor U is determined by the reaction rate

(4) U - D[H 21/dt

Brackets mean concentrations in kmole/m 3. With this dimension the
term Ucv in eqs.1,2,3 has to be replaced by UCv . The rate equation
is

(5) D[H 21/dt - 2K[H 2 ][0 21

If the mole fraction V of the burnt gas is introduced and indices
0 mean initial quantities one becomes
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(6) U = -[H 210 D(1 - u)dt = + 2K[H 2 ]0 [02]0 (1 - P)2

where K means the reaction rate constant. To avoid unnecessary
long calculations which would exceed the experimental exactness,
the mole change is neglected. This introduces by 70% A a deviation
of 5%. The solution of eq.6 then is

1_ - 21021K

This equation enables to compute K with the experimental data, if
T is reduced by the inverse pressure relation to the specific C.J.-
state. Correspondingly to the said meaning of T one has to intro-
duce (1 - ) = 0.25. In table I one finds the C.J.-states, reduced
times T and K.

Table I

A C.J.-states, corresponding reaction times T and reaction rate
constants K.

Mixture 2H2 +02 +0.775A 2H 2 +02 +0.7A 2H2 +02 +0.5A

Pl(atm) 1 1 1

TI(OK) 298,2 298,2 298,2

P1 (Kg/m
3) 1,38 1,29 1,06

P2(atm) 15,31 16,87 18,75

T2 (1K) 2833 3056 3355

p 2 (Kg/m
3 )) 2,22 2,13 1,72

Dd(m/s) 1540 1680 1920

C (kcal/kmole,OK)*) 4,91 5,55 6,24

Y2 ) 1,404 1,385 1,32

c2 (m/s)
*) 959 1012 1169

A2 10 4(kcal/m,s,0 K) 0,47 0,43 0,65

(0 2 ] 0 (kmolem 3 ) at C.J. 0,00494 0,0067 0,011

T(Us) 0,7 0,53 0,316

-6 m3
K10 s 578 565 574

("maole,s )

0) without ionization and dissociation
It is of interest to determine the fraction U of unburnt gas and

the time TO at which the continously burning transforms to the
point like burning. This is done in table II. With the observed
spacing 1 the left hand side of eq.3 is determined and consequent-
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ly Ucv . Then with eq.6 (I - u) can be determined. It shows to be
of the order 0,04 so that, as expected, the change to point like
burning occurs at the very end of the combustion zone. TV is de-
termined by eq.7 and table I. The last column is shown for com-
pleteness, where the asumption of constant mole number introduces
an approximation of 17%. To fits to the measured density profile
[51.

Table II

Calculation of i.

Mixture 2H2 +02 +O.775A 2H 2 +02+0.7A 2H2+0 2 +0.5A

1 (mm) 3,0 1,7 0,9

1,33 a2 (kcal/m 3,s,°K) 274 771 4216

1 - 0,03 0,037 0,05

" r(us) 6 4 2

A Mach stem is produced if the two intersecting shocks of finite
strength form an angle of 800 [1]. This means that the points of
intersection should gather on lines which have an inclination of
500 to the direction of propagation. Actually they always gather4on lines with 300 inclination [1]. The same inclination is ob-
tained if one superposes transversally the C.J. speed of sound c 2to the detonation velocity Dd [1) what shows that the point like
burning should be an explosion rather than a detonation.'i An inclination of 30 0 instead of 500 means that the explosion

does not occur at the point of intersection but with a time lag so
that the intersecting waves can form the wanted angle (s. Fig.1).
In fact, it cannot start at the intersection point in default of

4compressed mass. There exists moreover a time lag of combustion
which is difficult to estimate. A "rise time" of 0.7 us [5] was
observed behind a detonation front with 2H2+02+0,5Xe at P,=90 Torr.
This gives with I atm a time lag of 0.083 Ps. With an inclination
of 30 the longitudinal spacing (s. Fig.1) is 12 = 1.7 1. To have
an angle of 80 between the crossing shocks the explosion center

It must have a distance h = 0.45 mm (s. Fig.1) from the intersection
if 1 = I mm. To cross this distance in 0.083 us which surely is
too small for the present geometry a velocity of 5400 m/s is wan-
ted. The velocity of sound with which the gas flows off is 1170 m/s
(s. table I). The propagation velocity of the Mach stem therefore
should be 5.6 c2 . This corresponds to the considerable pressure
ratio 36 at the Mach stem and 13 at the blast waves which surely
are too large. At least one sees that the Mach stem can catch up
the detonation front and make it undulated. Another fact may still
be noted. The 300 inclination means that all of the intersections
as well as of the explosion centers have the same distance. This -i

looks like a plausible geometric confirmation. In space this means
that adjacent explosion centers form octaedrons [1].
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To the last estimation it may be remarked that y = 1.4 was
assumed, whilst the real y is smaller. This decreases h and there-
fore the estimated Machstem velocity which is needed for a speci-
fic rise time.

4
Fig. 1

I' Sequential secondary fronts in the moment of Mach stem initiation.
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EVOLUTION OF SHOCK-INDUCED PRESSURE ON A FLAT-FACE/FLAT-BASE BODY

AND AFTERBODY FLOW SEPARATION

Kenneth K. Yoshikawa and Alan A. Wray

C Ames Research Center, NASA

Moffett Field, California 94035

The time-dependent, compressible Reynolds-averaged, Navier-Stokes equa-
tions are applied to solve an axisymmetric supersonic flow around a flat-
face/flat-base body with and without a sting support. Important transient
phenomena, not yet well understood, are investigated, and the significance
of the present solution to the phenomena is discussed. The phenomena,

SI described in detail, are as follows: the transient formation of the bow and
recompression shock waves; the evolution of a pressure buildup due to dif-
fraction of the incident shock wave in the forebody and afterbody regions,
including the luminosity accompanying the pressure buildup; the separation
of the flow as influenced by pressure buildup; the location of the separation I
and the reattachment points; and the transient period of the shock-induced
base flow. The important influence of the nonsteady (transient) and steady
flow on the aerodynamic characteristics, radiative heat transfer, and, thus,
on the survivability or safeguard problems for an aircraft fuselage, missile, or
planetary entry probe at very high flight speeds is described.

I' INTRODUCTION

The aerodynamic characteristics of nonsteady supersonic flow, especially transient phenomena
in turbulent shock-induced flow, passing over a blunt body are not well understood, even though I
good high-speed photographic techniques have been applied (refs. 1-7). Flow fields generated by
shock tubes, blast waves, and detonations are examples of these shock-induced flows. Shock-wave
analogy and blast phenomenology have become important subjects of investigation, and scientific
interest in the effects of aerodynamics and heat transfer on space vehicles and missiles has been
renewed (refs. 8-1I). Nonsteady phenomena, such as the deuelopment of bow and afterbody recom-
pression shock waves, impact pressure generated by a diffracted shock wave, and the evolution of
separation and recirculation at the base, have long been subjects of scientific interest. In particular,
the initial formation of the separation bubble, which triggers the base recircuiation, has been a
controversial subject for several decades (refs. 4-5). Most authors conjecture that the separation

originates near the shoulder. Extensive theoretical and experimental efforts, however, have failed to
explain the separation phenomenon. In addition, there are characteristics of nonsteady flow (e.g.,
flow test time and transient period) that are not well understood.

Recent high-speed computer solutions of the fluid dynamic equations provide detailed insight
into the physics of these complex unsteady phenomena. Computer simulations reveal new explana-
tions of poorly understood experimental results; these simulations have demonstrated, for the first
time, the detailed evolution of shock-induced pressure and afterbody flow separation. This paper
introduces and describes some of the new results of the present numerical simulations. A better
understanding of the separation and reattachment processes may make it possible to control (e.g.,
delay or eliminate) the recirculation wake, which is a viscous flow problem of significant scientific

x it
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and practical importance. Turbulent flow is assumed throughout the analysis since a conservative esti-

mate for the Galileo probe is one of our immediate applications (refs. 12, 13).

NUMERICAL SIMULATION

Flow Schematic. Nomenclature and a sketch of the initial shock wave passing over a flat-face/
flat-base body supported by a sting are shown in Figure 1. A part of the primary shock wave at Mach
number Mo. impacts with and reflects from the flat front surface of the blunt body. The rest of the
shock wave passes over the cylinder, diffracts at the shoulder and base stagnation point, and moves
toward the downstream direction, leaving a turbulent shear layer in the wake. The reflected shock
wave, interacting with the upstream flow, eventually forms the bow shock wave ahead of the blunt
body.

Shock Tube Wall
BOW SHOCK RECOMPRESSION /'///////!'!//ii'///// ,-//i

SHOCK Primary Shock Wave

FRONT EXPANSION SEPARATION PT. O
SHOULDER FAN RECIRCULATION II w@

SHOULDER //DIVIDINGLOW/STREAMLINE go R 0
M /EDGE OF VISCOUS 1 --- LAYER J//

I L L wv

R5 REATTACHMIENT PT R(-- WALL PRESSURE
BASE STAGNATION PT. (RS) NECK AREA GAUGE

\ FRONT"7 -- /-/I//////V// / /,z/ / , "" 7 , ,, ., "r

STAGNATION PT. Shock Wave Passing Over a Cylindrical Body Supported by Sting

(a) Nomenclature (steady state). (b) Model geometry.

Figure 1. Shock-induced flow schematic.I

Computational Method. The computational code for afterbody flow (ref. 9), using the com-
pressible Reynolds-averaged Navier-Stokes equations, has been modified to calculate the entire fore-
and-afterbody flow fields; the code is explicit and is second-order accurate in space and time (unsplit.
Richtmyer and Morton method). Front, side, base, and sting surfaces are assumed adiabatic. Slip-
flow is assumed on the shock-tube wall. A simple physical model with ideal gas, constant eddy
viscosity, and unit Prandtl number (Pr = 1), has been incorporated in the calculations to see thequalitative effect of the parameters on the flow-field solutions. The appropriate value used for the

constant eddy viscosity is discussed in detail in ref. 9.

RESULTS AND DISCUSSION

Transient Flow (Nonsteady). Essential features and results of the present calculation are
described in the following sections and shown in Figures 2 through 11.

Formation of the bow shock wave- Evolution of the shock-induced flow around the blunt
body is shown in Figures 2(a-d). Density contours, pressure distribution on the centerline, flow
velocity on the afterbody axis, and base vorticity distribution at four different times are plotted. The
top row of Figures 2(a-d) shows the computed density contours for dimensionless times of
t/(Ro/cl) = 0.57, 1.12, 1.5, and 19.5, where cl is the upstream speed of sound. The dotted lines in

the density plots represent the location of the shock front. The effects of compression ahead of the
body, expansion around the front and rear shoulders, recompression near the base stagnation point
(due to the reflected shock wave impinging on the base line and bouncing back), and the impact
pressure induced by the diffraction of the incident shock wave can be visualized through the density
and pressure figures (discussed in following sections).

Induced peak pressure- The transient pressure along the centerline ahead of the flat face and
behind the flat base are also shown in Figures 2(a-d) for the same dimensionless times as the density
contours. As the incidznt shock wave reflects from the forebody face, the impact pressure at theforebody stagnation point reaches instantaneous values far above the steady-state pressure P2. The
diffracted shock wave reaches the rear centerline at I = 1. 12 (Fig. 2b), and the pressure builds up due
to the impact of the axisymmetric shock wave with itself at the axis (shock reflection), while the
pressure in the forebody shock layer reduces to its asymptotic value. Note the significantly high peak

.in \



13601 Yoshikawa and Wray
4 DENSITY 4 DENSITY

3 3-

0 0
P 22-

1 4

20 PRESSURE 20 PRESSURE

ON AXIS ON AXIS

10~ 10~
rL

-- T ---------------- ---- - -. - ---------------.. ........
0-2 0 1 4 -2 0 1 4

1, L 1 5 RS - REAR STAGNATION

FLOW ELOCIY ONR - REATTACHMENT

FLOW VELOCITY ON SEPARATION
AFTERBODY AXIS FLOW VELOCITY ON t

A AFTERBODY AXIS 1.0,

______0 _S 
- R

Sx/R o  x/R o
S. ORTI ->BASE VORTICITY .5

OL - -- _ 1 ! 1) S rR,

~-5,\ "-

S-10 -10

-I _ -16 -

(a) T= 0.57. (b) T= 1.12.
Figure 2. Evolution of the shock-induced flow: density contours, pressure distributions and afterbody flow velocity

on the axis, and base vorticity.Mo = 14.5,,y = 1.15,Rs/Ro - 0, LIRO = 0.5, and Rw/Ro=ao.

pressure behind the base (Fig. 2c). The peak pressure reaches its maximum value at t 2! 1.5 (this
corresponds to t -- 1.0 of ref. 9) and then decreases as it propagates downstream.

Formation of the separation bubble- To study the transient form;,',on of the base recircula-
tion, time-accurate solutions of the Navier-Stokes equations are necessary. Shown also in Fig-
ures 2(a-d) are the flow velocity (u) on the centerline behind the body and the vorticity distribution
(w,) on the base. Since the vorticity is zero at the base stagnation point (RS), at the separation point
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Figure 2. Concluded.

(S), and at the reattachment point (R), its variation can be used to indicate initial formation of recir-
culation. However, the vorticity along the flow axis behind the body is zero; hence the axial flow
velocity is plotted to determine the flow direction, magnitude, and the stagnation or reattachment

'Nh _point.
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No variation appears in the velocity plot at t = 0.57 because the incident shock front has not
reached the flow axis, and the vorticity at the upper portion of the base is suddenly increased
because of the diffraction and expansion of the shock wave at the shoulder. As the shock front
reaches the centerline the pressure builds up, with the peak pressure initially located at the stagnation
point R where the flow is divided into the forward and reverse directions. This point is at some dis-
tance away from the base because the shock front passing over the base surface is slightly retarded by
the boundary layer (see Fig. 2 and ref. 9). A separation bubble originating at the centerline of the
base (S), and reattaching at the base stagnation point (RS), is shown in the velocity figure for
t = 1.12. As the shock front moves downstream of the body, the location of the peak pressure also
moves downstream. The separation bubble expands outward rapidly as the base pressure builds up
and, following the upstream propagation of the reflected shock wave, reaches its steady-state position
slightly below the shoulder. The reattachment point '(R) remains essentially unchanged (see velocity
profiles for t = 1.12, and 1.5) until the separation bubble reaches this point and then approaches
its steady-state position, as shown in the velocity plots of Figures 2(a-d). Note that the vorticity
along the base surface is positive and the axial velocity inside the recirculation region is negative. The
major source of recirculation is on the centerline behind the body where the incident shock is first
reflected. The present result (Fig. 2) does not show that separation originates from or near the
shoulder. It should be noted here that some of our recent calculations predict the occurrence of a
small and slow-growing separation bubble below the shoulder (ref. 16). This bubble is, however,
quickly absorbed by the major bubble from downstream.

Growth of separation bubble (separation
and reattachment length)- Shown in Figure 3 BOW SHOCK
are the transient separation and reattachment RECIRCULATION FLOW
lengths (Xs and XR). The plot of XR that indi- // NCIDENTSHOCK
cates the stagnation point of the incoming
flow remains unchanged for a short time. The
separation point, on the body, also remains
unchanged until the base pressure reaches its As XR

maximum value due to shock diffraction. The
separation bubble then rapidly expands to its 3 - 1.3 In (o/(RC) / .--
steady-state position. The reattachment point
gradually approaches its asymptotic position / R' REATTACHMENT LENGTH
as the base pressure increases from a mini- 2
mum to a steady-state value. The dashed line E
indicates estimated bubble size. ,

Base and axial pressure- Figure 4 shows Ix

the transient pressure histories at the axial ,
locations i = 0, 1.0, and 2.0. The sharp rise at - SEPARATION LENGTH
the beginning of each figure is caused by /

shock-wave diffraction behind the base. As 0 1 10 10
2

shown, the asymptotic approach of each tran- ( PB |MIN  
NMF' t/(Ro]C 11

sient pressure is different, depending on its
location. The results also show similar F PEAK

behaviors without regard to either its length ARRIVAL OF SHOCK FRONT AT THE REAR AXIS

or the sting-to-body ratio. Relatively uniform
variation of base pressure history is particu- Figure 3. Growth of separation bubble.
larly useful because flow staoility time r can
be defined from the result (Fig. 4a) by pB(r)/pB(o) a, 0.9. An empirical relation for the flow stabil-
ity time has been obtained previously (ref. 9); however, a universal correlation of this time is not yet
well established.

The peak pressure at various locations (described above) has been clearly observed in blast-wave
and shock-tube experiments (e.g., refs. 9-10). For certain conditions the afterbody peak pressure is
as high as the forebody stagnation pressure, which indicates the base region is a strongly affected
area. A computed result for this case is shown in Figure 5. I

Experiment: luminosity from the shock induced flow- Transient phenomena for shock-induced
flow produce unusually high impact pressures and, thus, high temperatures in the regions ahead of
and behind the blunt body. Under these conditions, strong luminosity oan be expected from these
areas. Typical frames from an unpublished film taken during a shock-tube test (ref. 14) are shown in
Figure 6. Even though the model tested was different from that simulated in the present calculation,

- - the transient phenomena are qualitatively substantiated by these films. The driven shock-tube gas was
oxygen; the arc chamber gas was helium; the Mach number of the incident shock wave was about
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2 /A.0 M,, = 2.8; and the time between frames was
about 33 psec. Very narrow, but highly intense
luminosity from the strongly compressed gas in
the forebody shock layer is clearly shown in
Figure 6a. This picture closely corresponds to
the conditions described in Figure 2a. A
reduced luminosity, but increased shock-layer

(a) thickness, ahead of the body, and a bright
3 luminous zone far behind the body, are noted

in Figure 6b. These effects can be explained by
x/do_1 the phenomena discussed in relation to Fig-

ure 2c. As the shock front moves farther away
2_ from the body, accompanied by highly com-

pressed gases, and the high temperature in the
forebody shock layer decreases toward the
steady-state condition, the luminosity in the

--- - ----------------------------- entire flow field changes significantly, as
illustrated in Fig. 6c. The luminosity
decreases in the forebody gas layer are partly

(b) attributed to the transient heat transfer to the
body. Figure 6d shows the luminosity from the
entire flow around the body in nearly steady

oI.2 state conditions (comparable with those in
INOTE SCALE CHANGE) Fig. 2d). Strong radiation from the gas-cap area

and sizable luminosity from the recompression
zone are identifiable in the color film.

Experiment: transient afterbody pres-
sure- Typical results of a shock-tube experi-
ment are shown in Figure 7. Again, the purpose
is to demonstrate the general trend of unsteady

-------- --- flow, especially in the afterbody region. The

(c) test model is a blunt body supported by a
1 sting; the ratio of sting radius to body radius

is Rs/RO = 1/3. The test facility is the 24-in.
Electric Arc Shock Tube (ref. 15) at Ames

Figure 4. Transient pressures on the afterbody axis. Research Center; the test gas is air at a shock-
wave Mach number M.. = 15. Transient pres-
sures at the shock-tube wall, and at several

-Y = 12 locations on the sting surface (x/H = 0, 1.0,
M* - 15 2.0, and 4.0) are shown in Figure 7. Air at
t/(R0 c1 ) = 1.52 this test condition is partially dissociated and

numerical results obtained for specific heat
ratio of "y = 1.2 are appropriate for qualitative
comparison. The sharp pressure spikes that
appear at the beginning of each photograph in
Figure 7 result from the diffraction of the
incident shock wave; the pressure fluctuates
around the asymptotic value in a way similar
to that described in Figure 4. The test results
(wall pressure in Fig. 7a and the other test
probes) show that the contact surface (or
contaminated gas) arrives approximately
250 Musec after the initial shock, thus defining
test time interval. Because the flow stability
time is longer (about 300 psec) the test may

-- -- never reach steady state before gases contain-
0-2 0 24 inate the flow field.

XING Formation of recompression shock
wave- As noted before, the diffracted shock

Figure 5. Afterbody impact pressure compared with wave at the flow axis triggers reverse flow.
forebody stagnation pressure. The separation below the shoulder is usually 't
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accompanied by a lip shock wave; the
reattachment of the flow is always accom-
panied by a strong recompression shock wave.
The evolution of the recompression shock
wave in the present simulation (Fig. 2), is not
clearly seen because of a restricted computing (a) (b) (c) (d)
domain in the afterbody region. Another rea-
son a sharp recompression shock is not Figure 6. Luminosity from transient flow: shock-tube
formed near the reattachment point is turbu- experiment. (a) t = +0 lisec; (b) t = +33 /sec;
lence. However, the formation of the recom- (c) t= + 100sec; (d) t = + 165 psec.
pression shock can be well demonstrated if
the flow-field solution covers only the afterbody region, as shown in refs. 9 and 16. A recompression
shock wave appears inside the computing zone when the Mach number ahead of the body is a low
supersonic value.

Steady-State Flow. Important computed steady-state results, including the influence of the fore-
body on the afterbody flow, will be discussed in this section.

Pressure on the body surface and flow axis- Steady-state surface pressure is shown in Figure 8;
the free-stream conditions are the same as those given for Figure 2. The origin of the figure is arbi-
trarily located at the base stagnation point. Negative distance is taken along the body surface and
then upstream of the body; positive distance is downstream of the base. The bow shock wave is
located at about s1Ro = -3.1, and the maximum pressure is at the forebody stagnation point
(s/Ro = -2.5). Surface pressure is lowest at the forebody shoulder (siRo 

= -1.5) and exhibits a local
minimum at the afterbody shoulder (sIRo = -1.0). As pointed out in the discussion of Figure 2, pres-
sure in the base region (-1.0 < s/Ro < 1.0) is not even nearly constant for a body without sting, as
can be seen in Figure 8. This result may be significant in that the radiation from the surrounding
gases makes a major contribution to the base heating, in addition to the radiation from the recom-
pression wake region. Note that the pressure in the far-wake region overshoots (p > p I), showing a
peak near the neck area, and then recovers to the upstream pressure p . The formation of the pres-
sure peak, however, depends on the upstream Mach number, as will be shown in the next figure.

Forebody flow effect on the afterbody pressure- There is noticeable pressure overshoot for a
S;"long cylindrical base flow, but not when short forebodies are used (e.g., refs. 9, 17-19). However, the

present calculations show that
the pressure overshoot also
depends on the upstream Mach: number. Shown in Figure 9 are
pressure distributions along the

base and sting surface (w) and
pressure distributions along the
dividing streamline (PD) for var-
ious flow Mach numbers. The

L_ ratio of the sting radius to body
... radius is Rs/Ro = 1/3. No signifi-

cant pressure overshoot appears
below Mach number 3.0. At
Mach numbers greater than 3.0,
large overshoots result. In con-

I /trast to the steady-state results- shown in Figure 2, the pressure is
nearly constant in the base- region when a sting is present.
Pressure near the afterbody
shoulder is low due to the sud-
den expansion around the cor-g""---"--' -ner, but it increases noticeably as
the boundary-layer separation

. -occurs.---------------- Vorticity distributions- The
, , J .. .. . ,,vorticity along the dividing

streamline (w ) and along the
Figure 7. Afterbody pressure: shock-tube base-sting sur ace (wW) is pre-

experiment. sented in Figure 10. Very large
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vorticity is generated around the corners. Three locations of zero vorticity - at the separation, rear
stagnation on the base, and reattachment points - are indicated. Positive vorticity indicates recircula-
tion or reversed flow. The vorticity distributions, w'D and wW, are identical before flow separation
and after reattachment. The dotted line in the figure shows an interpolation of the calculated data.
The vorticity wW, for a body without sting, is identically zero on the flow axis because of the flow
symmetry.

1.4 PW Rs/R 0  1/3
12 -1.5 -1.0

J f s/Ro 1.2 -M, = 4.24 (-y = 
1.10)

0010 -4 -3 0 1

m< ~M1 3•29 (1.15).. "101.0

5-

0 -0

4 < ' 4

, ~ ~ c 0 Z 2
0 -1

2 .

-4 -3 -2 -1 0 1 2 3 4 -1 1 3 5 7

Figure 8. Axial and surface pressures. Figure 9. Effect of upstream Mach number on after- J
body pressure distribution.

Forebody step flow recirculation- Density contours of the forebody flow recirculation are

shown in Figure 11. The model is a cylindrical shell (radius Rs) with sharp leading edge, supported
by a larger sting (radius of Re). The shock wave inside the shell is assumed to be swallowed. The
separation bubble develops in the same manner as described in the previous cases, except that this
time the bubble originates on the frontal face and then expands onto the shell surface, advancing
toward the leading edge. The present simulation provides a detailed description of the complex inter-
actions between the oblique shock, separation shock, expansion wave, recompression shock, and

L reflected shock wave from the wall, including the initial pulsation of the separation jet (ref. 16).

0 - ALONG DIVIDING STREAMLINE
f-I' W- ALONG BASE AND STING SURFACE

M0
= 14.5 S - SEPARATION POINT

1.15 R - REATTACHMENT POINT
15R11R0 a1/3 RS -BASE STAGNATION POINT

0 S f RS R

S SEPARASION-10 - - - .- ----- R -EA-IACH NT

-2 0 2 4 6 8 10 12s/H

Figure 11. Forebody step flow (density contours):
Figure 10. Vorticity along the dividing streamline M.. = 3.0,7= 1.4, R/R 1/3, L/Ro = 3,

and afterbody surface. Rw/Ro =4.

,.44I n n nm nu IIn l N ln-_
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CONCLUDING REMARKS

Solution of the Navier-Stokes equations for nonsteady supersonic turbulent flow passing over a
blunt body has been obtained under simple flow model assumptions. The emphasis of the study was
on finding the characteristics of the solution sential to understanding the relation between transient
pressure and boundary-layer separation, which leads to recirculation. The following conclusions are
derived from the solutions for the chosen geometry (a flat-face/flat-base body) and highly turbulent
flow accompanied by a strong shock wave. For transient flow:

1. The reversed flow induced by the reflected shock wave on the rear flow axis triggers the
main recirculation. Separation from the shoulder is considered slow growing and minor. 2. A separa-
tion bubble is generated by the reflected shock wave interacting with the boundary layer on the base
and propagates toward upstream direction (it is, therefore, possible to control separation by eliminat-
ing the reflected shock wave). 3. The transient stagnation pressure on the forebody can be far
greater than the steady-state value and is a function of forebody shape. 4. The transient pressure
behind the body is significant and, in some instances, it becomes as great as the forebody stagnation
pressure. Thus, the base region is a strongly affected area. 5. The calculated transient phenomena are
substantiated by shock-tube measurements of transient pressure and luminosity.

For steady-state flow: 1. The appearance of the pressure overshoot on the afterbody flow axis
depends on the forebody length and upstream Mach number, i.e., the overshoot disappears as the
forebody length decreases (from infinitely long cylinder to flat-plate disc). The overshoot, however,
reappears as the flow Mach number increases. 2. Delayed separation below the shoulder can be
readily recognized from the vorticity distribution curves. 3. Radiation heating from the highly
recompressed wake region can be significant. 4. The base stagnation pressure for the body without
sting is much higher than the pressure in the base region. This will yield higher radiation heating to
the base.

Body structures, buildings, sensitive instruments imbedded in a model, and heat shields on a
probe can be seriously damaged by the blast phenomenology. Additional study of the base flow,
using improved models - for example, real gas and variable turbulent viscosity - is essential to the
accurate prediction of radiation heat from the wake and plume for very high speed entry vehiclesII
such as the Galileo probe and various missiles.
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Experiments;at typicalrlilfinpre-entry conditions

(6 < V 22 and 250"< d-< 16o) confirm theoretical

predictions that delta wings and related vehicle configur-

hations having wholly or partly concave undersurfaces (that

is regions of undersurface anhedral) produce higher CLmax,
and higher CL at given LID, than flat wings of identical
planform. This enhanced aerodynamic performance derives
from the strengthening of the lifting surface shock wave

which results from flow containment. _The cal reasons
underlying the predictions are already published-'. > In this

paper, the importance of shock wave stand-off angle is
explained by reference to its relationship to heat transfer
rates and selected shock and force data from hypersonic wind

tunnel tests are presented for a wide range of model plan-

form and anhedral distribution. Available measurements
showing heat transfer to concave undersurfaces are presented.
Configurations based on the Space Shuttle orbiter and

concepts for S.S.T.O. are described. For the Shuttle
orbiters, wind tunnel tests on a low~ng model (LWO) with
moderate dihedral and a high wing model (HWO) with
pronounced anhedral show the latter to offer 20% higher
CLmax at M. 2 10. Configurations with anhedral on the lower
surface but offering higher values of (L/D)max are outlined
and experiments to measure shock wave geometry, re-entry

force data and re-entry stability for variants of the

basic high-L/D shape are presented.

INTRODUCTION

.4 When selectiag configurations for lifting re-entry vehicles, the

designer may face conflicting demands for high lift-to-drag ratio and high
maximum lift coefficient. For given wing loading, the latter choice gives

high CL/(W/S) and will alleviate heat transfer, but at the expense of reducing
. L/D and re-entry cross-range. The former will allow long range and low

deceleration, but at a given speed and wing loading, it demands a reduced
altitude; it therefore aggravates the heating problem in both duration and

intensity. What is required is a body which offers an unusually high L/D at
high CL together with as high CLax as possible.

*This paper expresses the opinions of the authors and does not necessarily

represent the official view of the UK Ministry of Defence.
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Since recent American work in lifting re-entry has been largely concerned
with the Space Shuttle, some of the more basic research results have originated
in Europe and reflect different conceptual approaches, for example1 , that in
which "flow containment" is used to reduce lateral spillage of undersurface
flows and the consequent loss of lift beneath a re-entry vehicle. This use
of flow containment at lifting re-entry conditions (high Mach number and high
angle of attack) is known1 to produce increased CL at given lift-to-drag ratio
and to increase the value of C~hnax for a wing or lifting body of given plan-
form. For example, a typical set of data points is shown in Figure 1, in
which increasing the outboard anhedral on wings of trapezoidal planform

improves both CL per unit LID
and the value of CLmax by about

S0.02 per degree rise in w; indeed

Wi ~ ~if no constraint is placed on
- anhedral or planform, (and for

some applications this is
W * =0 W=* w l2* permissible) the half-elliptic

planforms in Figure 2 give lift
1.0-c 16- coefficients as high as 1.15,

C, -W--- -: 12. + some 50% higher than the value
09 1-2Newtonian aerodynamics would

08 0 .6 predict as the maximum possible
oFiattropax winig (See footnote*), and 20% higher

0.7 04- 0 a ~idecret than the previous published
w-8' wings "record" obtained by Penland2.

0 -, + w-i=i?,
40 so 6, 0 50' WL .o For wings of pure delta plan-

"L form, realistic sweep (A =750)

F1 Force measurerrients on wings of trapezoidl pbonform and moderate anhedral (an
II lM_=9 7. Re =4.10 5 1 implied limit of 80<w<100),

that is for wings which are
representative of realistic aircraft, it is still found that the flat deltaI4 (w = 00) cannot match the aerodynamics of its waverider counterpart. Figure

3sows the aerodynamic superiority of the concave delta wing at Mach numbers
ranging from 8 to infinity, 3-7 that is through the re-entry speed range.

1 0 mox- -0 006 deg'

&.. 10.
a "a,0Ol(jg'cot~- -4-d- -

1/ 7 .ts o'h".-n
0-8 8, 08- - -0--r

13 H-alf-eIliptc plonforms C - -*'k
06 Mito9.7, Re=4005  

X-0- snrge rO~tO
aTrapezoai pbonforms, 0 [E] M_ Jji A I

MFg7 %=a4.105' X Thitor, So. F5 7 a 1 L 0 17 io
04-0.4 .p~~.n E0 - W .- (r

r rapezoida planform 1! 4ioi "do a I j 45 0

0.2 See~a.det SFig 'b - '141033 wavy
£Near-delta pdanform It 23 1451 "a,

0 k~Id-b 6 , 6 8 10 12 14 Mo16 18 20 0
00 100 200 30o 40  50o

Wa

FIG 2. Force measurements on wings of half- FIG 3 Lift forces on delta wings at re-entry conditions
elliptic trapezoidal and near- delta (6 'Msci,, ul, 36.7')
planfoarm

*A caret wing (of rather extreme shape, i.e. w t:200) gives CLz 1.0 it
L/Dp Lr1.0, prior to shock detachment. A flat delta obeying the Newtonian
expressions for two-dimensional flow (lift and drag coefficients given by
2 sin2 cq cos ctrL and 2 sin3 cc respectively) gives a CLmax Of only 0.755.

A- _ _ _ _ _ _ _
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The most immediate advantage of increasing re-entry CL would be to reduce
at a given flightspeed the rates of heat transfer (1) at stagnation points
(and on sides and upper surfaces) due to the increase in flight altitude (at
given wing loading) and (2) under the entire heat shield due to reduced under-
surface local velocities. Alternatively, and subject to low speed consider-
ations, an improved CL per unit L/D would permit a reduction in wing area,

and hence in vehicle weight.

The importance of reducing heat transfer rates and thereby the weight
of the thermal protection system (TPS) can be gauged from the fact that the
Shuttle orbiter TPS contributes more than 10 per cent to the orbiter's empty
weight; this is some 25 per cent of the maximum launch payload and about 50
per cent of the maximum re-entry payload. Again, for currently projected SSTO
designs8 a 25% reduction in structure mass per unit area has been assumed but
TPS mass per unit area has been taken as the same as for the Space Shuttle;
TPS therefore assumes great importance in the calculation of SSTO economics,
since every kilogram of TPS mass represents payload foregone.

FLOWS, FORCES AND HEAT TRANSFER ON SIMPLE SHAPES

The flows and pressures beneath flat delta wings at re-entry conditions
have been studied for at least twenty-five years, notably by Bertram and
Henderson 9 . It was shown that the centre-line pressure ratios are significantly
below two-dimensional values, and that the shock i-ives are weaker (even at

their strongest point) than a wedge would produce - -.ie may regard this
shortfall in lift as an inefficiency in flat delta aerodynamic performance,i.- ,and seek to close the gap by examining delta wings having various forms of

undersurface concavity to reduce spillage, i.e. to enhance "flow containment",

and so to preserve as strong a shock wave as possible.

The Significance of Shock Wave Stand-off Angle.

In Figure 4, three distinct flow regimes are shown, in one or other of

which a sharp-edged conical body or wing will operate at supersonic speeds.
At hypersonic Mach numbers, thin shocklayer theory seems reasonably accurateI. in the second and third regimes, and shows that, for a body of prescribed

conical shape, the curvature of the shockwave
6.- .L Regimelas it crosses a plane of symmetry determinesR I not only the shockwave stand-off angle, but

also the pressure, density and velocity
anywhere in that plane.

E If the initial shockwave curvature is
given as y" (0) = -a, Roe I0 shows that

Rshock stand-off distance and the postshock

Regime ~ pressure rise are

Ys Yb I -a + a (In a)

A(I - a)2

and - = a4 - 6a 3 + 3a
2 + 2a + 6a

2 (ln a)

Regime 111I 2(1 - a)4

(1)

in which equations y and p are related to
physical quantities (i.e. actual distance

FIG . Flow regimes under a conical and actual static pressure 1) as follows:-
wing in supersonic flow
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y = x tan a . y

S - U2 2 a + ep)
P=P0 +QUSf z(2)

y-I 2
y+--1 + (y+I)M sin2 n

= inclination of a reference plane lying close to the shock layer.

These equations are especially accurate at those Mach numbers and shock
strengths for which heating will be most severe (i.e. at re-entry conditions)
and the parameter (f), (u)f is knownl7 to indicate the rate of laminar heat
transfer if cooling is by radiation only; thus in the above notation,

- [?6 tan2 U

() (b) - (p0 ) U4 sin4 a cost a(l + E tan2 0jYs

(3)

Yb- 1
16

This formula contains a Newtonian part plus a first order correction term, the
latter producing effects which are strongly related to the angle of attack.I ~ For CLmax (that is, for tan2 i = 2 or ct 55 degrees according to Newtonian

theory), the correction becomes equal to fI - (13ys - Yb + )/16J whichdepends much more on ys than on Yb, so thit for a high value of a], and for a
given free-stream, surface temperatures will be reduced by any measure whichj increases the shock wave stand-off angle.

In addition, if two vehicles are of the same wing loading, but at given

re-entry L/D and cross range performance they produce different CL values
(for example, since one is concave), then in equation (3) the value of O
will be lower for the vehicle with the higher CL. Thus where heating is a
dominant consideration, the CLmax of re-entry gliders should be maximised by
appropriate aerodynamic design to provide large shock stand-off on condition
that configurations so produced do not suffer unacceptable weight penalties
due to special shaping.

In Figure 5, data at Mach number 9.7 confirm that larger shock stand-off
occurs for caret and other concave wings than for flat wings of like planform.
Some of these planforms (and anhedral distributions) were selected for
special applications and are unrealistic for aircraft designs; others, however,
were actually related to vehicle designs and concepts, and still demonstrate
the aerodynamic merits of flow containment.

A clear indication that moderately concave delta wings will provide
not only higher CL (as shown in Figure 3) but reduced heat transfer has been
provided11 by Galloway, Jeffery and Harvey, who tested a caret and a flat
delta wing at M 21 in the Imperial College Nitrogen Tunnel. As seen in
Figure 6, q - values on the caret undersurface fell to significantly lower
levels than those beneath the flat delta; in addition the caret wing will have
been producing a.higher CL at given angle of attack and so, if compared with
the flat delta at the same implied wing loading (i.e. equal R., CL), would be
even less severely heated than Figure 6 suggests.

Some Effects of Varying Anhedral Distribution

For realistic application of flow containment, anhedral distribution is
apparently very important since, if the central parts of the vehicle under-
surface are progressively filled in, (I) the volumetric efficiency is greatly
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1

improved in structural terms; and (2) if the "pot belly" forces the shock
wave outwards in the plane of symmetry, ys and CLmax can be increased while
concavity elsewhere on the undersurface preserves relatively higher values
of local L/D and so permits an overall improvement in CL per unit L/D.

Squire has studied1 3 the performance of delta wings as aspect ratio and
anhedral distribution varied, for Mach numbers 3, 5 and 8 and at angles of
attack to some 60 degrees. Aerodynamic gains of concave wings are significant
at both Mach numbers (see Figure 3 for Mw = 8 results).

Results were also obtained for the "wavy wing" of Figure 7(a) where the

"filling in" of central regions has greatly improved the configurational

acceptability of the lifting surface. Data were obtained for Mach number I
3.5 only, but a typical result was quoted as CL = 0.62 and L/D = 1.5, which
represents a gain in CL of 0.08 when compared with a flat delta of aspect
ratio 2/3. This comparison of shapes producing identical aerodynamic

performances shows the geometric advantage offered by the wavy wing but
prompts the question as to whether such advantages are retained at Mach
numbers at which lifting re-entry would occur.

Calculations by Roe 7 suggest that, at infinite Mach number, a form of
wavy wing can offer the same L/Dp as a caret wing while presenting a
substantial reduction in concavity (see Figure 7(b)), but a shock wave of
increased ys and hence a higher CL. For y = 1.4, the wavy wing and the
caret wing produce CL values of 0.72 and 0.71, while a flat delta would
produce only 0.58. It is encouraging to find experimental confirmation

from Houwink and Richards1 2 that partly concave undersurfaces provide
substaritially better aerodynamic performance at high Mach number and high
angles of attack than is obtainable with flat undersurfaces of the same
planform. For Mach number 15 and Re = 2 x 106, a cone of 9 degrees semi-
angle, fitted with delta wings of pronounced anhedral (but with wing tips
no lower than the belly of the cone) produces a CLmax of about 0.8,
considerably more than that of a flat delta of similar planform even though

as seen in Figure 7(c) the undersurface flow is only partly contained.
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improved in structural terms; and (2) if the "pot belly" forces the shock
wave outwards in the plane of symmetry, Ys and CLmax can be increased while

concavity elsewhere on the undersurface preserves relatively higher values I
of local L/D and so permits an overall improvement in CL per unit L/D.

4Squire has studied1 3 the performance of delta wings as aspect ratio and
anhedral distribution varied, for Mach numbers 3, 5 and 8 and at angles of
attack to some 60 degrees. Aerodynamic gains of concave wings are significantI ' at both Mach numbers (see Figure 3 for M. = 8 results).

Results were also obtained for the "wavy wing" of Figure 7(a) where the
"filling in" of central regions has greatly improved the configurational

acceptability of the lifting surface. Data were obtained for Mach number
3.5 only, but a typical result was quoted as CL = 0.62 and L/D = 1.5, which
represents a gain in CL of 0.08 when compared with a flat delta of aspect
ratio 2/3. This comparison of shapes producing identical aerodynamic
performances shows the geometric advantage offered by the wavy wing but
prompts the question as to whether such advantages are retained at Mach
numbers at which lifting re-entry would occur.

Calculations by Roe7 suggest that, at infinite Mach number, a form of
wavy wing can offer the same L/Dp as a caret wing while presenting a

* substantial reduction in concavity (see Figure 7(b)), but a shock wave of
increased ys and hence a higher CL. For y = 1.4, the wavy wing and the
caret wing produce CL values of 0.72 and 0.71, while a flat delta would
produce only 0.58. It is encouraging to find experimental confirmation
from Houwink and Richards12 that partly concave undersurfaces proviie
substantially better aerodynamic performance at high Mach number and high
angles of attack than is obtainable with flat undersurfaces of the same
planform. For Mach number 15 and Re - 2 x 106, a cone of 9 degrees semi-
angle, fitted with delta wings of pronounced anhedral (but with wing tips
no lower than the belly of the cone) produces a CL,.x of about 0.8,
considerably more than that of a flat delta of similar planform even though
as seen in Figure 7(c) the undersurface flow is only partly contained.
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M 3 5 These tests are particularly valuable
s/1=017 since they were performed in the VKI
LO1 5 F .Wavy. ,ng Longshot Tunnel and conditions were
CL=0 62  thus fully representative of an orbiter

a) Anhedrol distributions for delta wings with

similar performance (calculations by Squire
3

) trajectory.

M -- z... Caretwing(W=89") The design of partly concave
sili=33 < .oducing someLIDp undersurfaces as pursued by Roe, Squire,
L/D= 134 ~signcontion Richards and Houwink probably represents

Wavy-wing -the most promising approach to the

achievements of realistic undersurface

shapes for lifting re-entry vehiclesintended to exploit the aerodynamic

b) Optimised anhedrol distribution for*wavy" elto advantages of flow containment.

wing for infinite M_(colculatons by Roe
7 )

i' = O.-%49"

M_ 1 5
slh=0.26 (
Re323 "6  J ,' 33:5'

c) Shock wave envelopes for cone and winged

cone Iexperiments by Houwink & Richords
6

)

I FIG 7 Effects of anhedrol distribution on the lifting

performance of delta wings and cones

Aerodynamic Stability and Control

The design of complete waverider configurations is often based on
combining component bodies and flows which are individually understood

Aand which, having aerodynamically sharp leading edges with attached shock
waves, operate in aerodynamic isolation from each other, at least when near

design conditions. However, at lifting re-entry conditions waveriders
should sometimes operate, on both heating and stability considerations

with shock waves detached from their leading edgeslS, and Hillier has shownl6I', that the associated flows may be predicted and that th sideflows can
contribute to yaw and roll stability.

ZP ,

-CY__ 0y 0

Model C IOyaw Model C 116yawl

Partial flow containment
Shock attached tc apex '-s, o

a) M. 20 5. ii -60 L/WwO.7 At. shock

-0 ' C *.07
Y y

Full flow containment al I I oe (9yw Model D 1166yaw1
shocks attached to leading edges Shock waves at ec1. Ste (constructed by Seno

_

Sb) M. 1015.a& 2W-35'. LIW30.7 from schlieren photographS.M1 ,4:.fte.5.S1

FIG Sal b. High cross range waverider FIG 8c. igh cross range wOvrider st nuwlopes

A vehicle in which high re-entry CL and moderate L/D may combine with

some inherent stability in roll, pitch and yawl 7 is shown in Figs.8(a) & (b);

experiments by Sene 14 on a simplified variant have confirmed (see Figure 8(c))
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that shock waves form as anticipated1 ,7 and that the side force can be "tuned"
by altering the sideplate area. For model D, and conditions near CLmax, side-
force coefficients (see Figure 9) are positive for angles of yaw up to 300 (at
least) and would result in positive yaw stability as compared with model C and
model A (no sideplates) for which, at 160 of yaw, Cy values are zero and -0.18
respectively.

With regard to lift and drag, Figure 9 shows that Model D returns a lower
value of CL than does Model A, but this is largely due to the inclusion of
sideplate projected planform in Model D's reference area. There is no

evidence that the sideplates
reduce the lift of the under-

surface or that flow
+ -f containment is affected. On

o . 1.0-24 the other hand, sideplates
sid...o. .,d. convert yaw instability to

0.2-0.15 yaw stability and greatly

CY 0o PC,9 enhance the volumetric
OA 1. .- efficiency of related

0.1 -. vehicles.

0 -A C.F01.I
Lt , .L . . Lq' ,

Y a A n g le o f tt c k @tL

FIG 9. Lift CL.drog CD and sideforce Cy coefficients for a high cross-
ronoe waverider with and without sideplates (M ..4, Re.5..10Ref.14)

FLOWS AND FORCES ON SHUTrLE-LIKE CONFIGURATIONS

For the Space Shuttle orbiter, insistence on large cylindrical cargo
dimensions has enforced the use of a large diameter fuselage which is mounted
on a low wing. However, a high-wing configuration can still contain the
cargo and can also permit substantial anhedral without increasing the under-
carriage length or reducing wing tip ground clearances at given landing
attitude (see Figure 10). In comparison with low-wing configurations, the
total panel area can actually be reduced1 and although the proportion
allotted to heatshield area will have risen, an improved re-entry CL would

moderate heat transfer rates at given wing loading and flight speed. It
was therefore thought worthwhile to consider the design and to conduct wind-
tunnel tests on a model of a "high-wing orbiter" (HWO). The orbiter selected
for modification was the NASA-MSC/040A, which was based on the use of
external, expendable tankage and quite closely resembles the Space Shuttle.
For this orbiter, the under-carriage was mounted just outboard of the fuselage
and for the high-wing orbiter it was decided that, for the given leg length
and given wheel positions, the skin and major load-bearing members should

r remain in the same position so that leg length would not be changed. Also,
for given landing attitude (17 degrees) and for given clearance between wing
tips and runway, the wing tips of the modified orbiter were kept at the same

position as with the unmodified 040A. Between the wing-tip and the under-
carriage leg, concavity was introduced, permitting the partly concave contour

shown in Fig. 10.

Both models were tested at hypersonic speeds by Davies and Townsend1 8

(?6 - 8.4, Re = 3 x 105) and by East (No = 9.7, Re - 4 x 105), in the Gun I
Tunnel at Southampton University but using different balances. Davies and
Townsend (1972) measured CL-values only and showed that the HWO produces
significantly greater lift than the LWO at given angle of attack'. The data
obtained more recently (1976) show that, for angles of attack between 40
and 50 degrees and at Mach and Reynolds numbers of 9.7 and 4 x 105, the HWO
produces some 20 per cent more lift than the LWO, both CLmax and the value

...
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of CL per unit L/D being greatly enhanced by anhedral (see Figure 11).

It is considered that this approach would also be applicable to the
design of a re-useable external tank1 for the Space Shuttle or to an SSTO
vehicle derived from those of Ref.8.

CONCLUSIONS

I. Lift coefficients at least 50 per cent greater than the maximum
predicted by Newtonian theory are possible if concavity is introduced on the
undersurface of delta and related wings.

42. For delta wings of realistic anhedral distribution and planform
sweep, concavity enhances CLmax and CL per unit L/D by up to some 25 per
cent throughout the re-entry Mach number range (8 < M < co).

3. Undersurface heat transfer rates are substantially reduced by
concavity beneath delta wings in nitrogen flows of Mach number 21.

4. Regions of convexity in primarily concave undersurfaces improve I
re-entry aerodynamics and volumetric efficiency.

5. High wing variants of the Space Shuttle orbiter give at least 20
per cent higher CLmax at Mach numbers of about 10.

6. High cross-range waveriders may be possible in which volumetric
efficiency and aerodynamic stability are improved by appropriate design of
sideflows.
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A numerical technique has been developed for capturing com-
plex, nonsteady shock structures in multidimensions. The

technique relies on moving the computational mesh with the

shock wave so that the features of principal interest appear
approximately stationary. The method has been implemented

Ausing coordinate-split Flux-Corrected Transport (FCT) al-
'1 gorithms which allow the mesh to evolve arbitrarily with

respect to the fluid in each coordinate. The grid may thusI: be optimized in response to the needs of a given problem.
Synchronizing the grid and fluid motions permits significant
reduction of numerical transients and eliminates numerical

diffusion. Shocks develop naturally, with no fitting. The

method is illustrated by calculating complex, two-dimension-

al Mach reflection phenomena associated with airblasts and

shock diffraction on wedges. The numerical results are inF, good agreement with available experimental data.
INTRODUCTION

Numerical solution of transient multidimensional gas dynamics problems isI always nontrivial. When, in addition, the problem involves reflecting super-
sonic flows, large variations in length scales in both space and time, or phe-
nomena for which neither analytic solutions nor detailed experimenLil observa-
tions are at hand, the state of the computational art is challenged. Such a
problem arises in calculating the oblique reflection of shocks from solid sur-
faces in planar geometries (e.g. shock tube experiments) or axisymmetric geo-
metries (e.g. airblasts). The complications arise mainly from the presence
of Mach reflections which occur when a shock front impinges on a reflecting
surface at angles of incidence sufficiently far from normal. The formation of
a Mach stem and, consequently, of a slip surface intersecting the triple point

(the confluence of the incident, Mach, and reflected waves) results from therequirement that the flow behind the reflected shock be parallel to the re--
flecting surface, which cannot be achieved through regular reflection.

Attempts to calculate the properties of the flow in Mach reflections date
back at least to yoi Neumann1 and the research which grew out of the wartime
explosive studiesl-4. For the simplest problem, that of a planar shock

....... .. ... ... . . .. .. .. .
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reflecting from a plane surface, Jones, Martin, and Thornhill 5 noted that it
is possible to reduce the number of independent variables to two by transform-
ing to the similarity variables x/t, y/t, a device that was also used by
Kutler, et a1 6 . Ben-Dor7 developed a theory which used shock polars to explain
some of the features of this problem, and solved the system of algeb aic iua-
tions obtained by combining the jump conditions across the various disconLi-
nuities (Courant and Friedrichs)i to describe the flow in the neighborhood of
the triple point. To date, no satisfactory treatment of the complete flow
field has been published, although some features (like the shape of various
waveforms) are quite easy to model.

In connection with studies oi both chemical and nuclear explosions there
have been many attempts to model a spherical blast wave reflecting from the
ground, the so-called height-of-burst (HOB) problem. The hydrodynamic pheno-
mena in the two cases are identical, although nonideal effects (primarily ex-
plosive afterburn in the first instance and radiation preheating in the second)
are different. Previous attempts to model two-dimensional complex shock re-
flection have suffered from restriction to describing part of the system, the
use of a special assumption like that of self-similarity, or less than satis-
factory agreement with experimental data.9

The calculations discussed here represent a step forward in overcoming
these difficulties. They differ from previous numerical work in incorporating
two important computational developments: Flux-Corrected Transport (FCT)l0 and
an adaptive regridding procedure, called "sliding rezore", II which optimizes
the mesh point distribution and hence the resolution of surfaces of disconti-
nuity.

FCT is a finite-difference technique for solving the fluid equations in
problems where sharp discontinuities arise (e.g. shocks, slip surfaces and
contact surfaces). It modifies the linear properties of a second- (or higher)
order algorithm by adding a diffusion term during convective transport, and
then subtracting it out "almost everywhere" in the antidiffusion phase of each
time step. The residual diffusion is just large enough to prevent dispersive
ripples from arising at the discontinuity, thus ensuring that all conserved
quantities remain positive. FCT captures shocks accurately over a wide range
of parameters. No information about the number or nature of the surfaces of
discontinuity need be provided prior to initiating the calculation.

The FCT routine used in the present calculations, called JPBFCT (an ad-
vanced version of ETBFCT)12,consists of a flexible, general transport module
which solves 1-D fluid equations in Cartesian, cylindrical, or spherical geo- I
metry. It provides a finite difference approximation to the conservation laws
of the general form:

a f (dV r-fA Dt(u-u) dA + dA()
tJ6v(t) J A(t) - - (t))

where 4 represents the mass, momentum, energy or mass species in cell 6V(t),
u and u represent the fluid and grid velocities, respectively, and T repre-
sents tle pressure/work terms. This formulation allows the grid to slide with
respect to the fluid without introducing any additional numerical diffusion.
Thus, knowing where the features of greatest interest are located, one can
concentrate fine zones where they will resolve these features most effectively
as the system evolves (Fig. 1).

In the next section we describe the computational techniques used to solve
the wedge problem and present the results of four simulations carried out to
reproduce experimental results of Ben-Dor and Glass.1 3 In Section III we pre-
sent a parallel discussion for a HOB calculation. Finally, in Section IV we
summarize our conclusions.
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tures are indicated); b) and c) HOB problem initially and at transition point
(grid lines in fine-zone region are Indistinguishable). J

SHOCK-ON-WEDGE CALCULATIONS

The JPBFCT algorithm was used in a 2-D Cartesian version of the FAST2D) code
to model the reflections of planar shocks from wedges of 20c to 60s and vary-
ing shock strengths. Four general classes which include regular, single, com-

plex and double Mach reflection were calculated (referred to as cases a,b,c,d
respectively). The bottom of the mesh, treated as a reflecting boundary,

modeled the surface of the wedge. Quantities on the right hand boundary and
on the top were set equal to the ambient values. The remaining boundaries were
treated as permeable. In the single, complex, and double Mach reflection
cases, the mesh was anchored on the left, essentially at the wedge tip where
the incident shock first strikes, while the zones were stretched by a scaling
factor proportional to t as soon as the reflection region filled a substantial
portion of the grid. In case (d), the double Mach reflection case, the open-
ing angle is so small that the incident shock has to traverse many zones
before the Mach stem has grown large enough to be well resolved. For this rea-
son, the problem was solved on a uniform mesh in the frame of reference fixed
to the reflection point, with stretching being initiated after the first Mach

stem reached 1, 20 cells in length. The timestep was recalculated at every
cycle with a Courant number of 0.5.

:' 1" ':' "Figure 2 shows the pressure and density contours and the velocity field for "
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cases a,b,c,d. The pertinent shock phenomena can be easily identified: inci-
dent shock, contact surface, first and second Mach stems. As shown in Fig. 1,

the zoning is particularly sparse except for the region of interest. Adequate
resolution of the key surfaces (contact and second Mach stem) is obtained with
5 zones in each direction. The accuracy can be evaluated by comparing the ex-
perimental density distributions along the wall (Fig. 3).

106.7
(a) (b)

1067.0 5.0 0.0 4.2A106.7 *-

(c) Cd)

0.00

0.00 I 5.4 0.0 X 4.6

Fig. 3. Comparison of density (in units of ambient density po) for cases (a),
(b), (c), (d) of Fig. 2 vs. distance from corner. Points are easured values
reported in Ref. 13.

HEIGHT OF BURST CALCULATIONS

Next, we performed a numerical simulation of a lKT nuclear detonation at
31.7 m HOB, a case which could be readily compared with high explosive data. A
constant ambient atmosphere was used with a density of 1.22 x 10- 3 g/cm 3 and

-' pressure 1.01 x 1n6 dynes/ci2. To relate the energy and density to the pressure,
a real-air equat in of star, (EOS) was used This table-lookup EOS was derived
from theoretical -'-uls" ,as by Gilmore14 ,15 for equilibrium properties of air
and has been vecto *J ed L-r the Advanced Scientific Computerl6 . The internal
energy density used in the call to the EOS is found by subtracting kinetic
from total energy; this can be negative due to truncation (phase) errors. When
this occurred, the value of the pressure was reset to zero.

The transition. from regular reflection to double Mach reflection occurs
at a ground range approximately equal to the HOB. The size of the mesh should

'-, ;.
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therefore be roughly twice the HOB in both directions. The upper boundary
should be far enough away from the blast front to be non-interfering. We chose
boundaries of 55 m for the radial direction and 103.5 m for the axial direction.
The fine grid in the radial direction contained 140 out of 200 total zones,
each 5 cm in length. The rightmost zones were 80 cm in length, and a smoothing
involving 40 zones was performed between the regions to guarantee that the zone
sizes varied slowly. In the axial direction the fine grid contained 75 out of
150 total zones, each 5 cm in length. Beyond that region the zones were geo-
metrically increased by a factor of 1.112.

Placement of the fine grid at the origin of the mesh (ground zero, the
point at which reflection first occurs) was determined to be optimum for cap-
turing peak pressure in the airblast wavefront. Thus, as the expanding wave
moves along the ground surface, the fine grid is always locked to it and each
point along the blast front encounters the same spatial gridding as it approaches
the ground. By treating each point of the incident front in the same manner,
we insure that the calculation is internally consistent and that the computed
transition point is accurate to within the limits of the resolution.

The initialization provides a strong shock with approximate Mach number
M=12. This speed and the need for restart capability led to the choice of 200
timesteps as an interval for the spatial display (snapshots). The dump inter-
val that resulted was At It 0.3 milliseconds (ms). These dumps were stored on
magnetic tape and post-processed.

A fit to the 1-D nuclear blast flow field (Ref. 17) was used to initiali7e
the energy and mass density and velocity field at 3.76 ms. The corresponding
peak overpressure was 113 bars. After the 1 KT flow field was laid down inside
a radius of 31.6 m, the fine-zone grid was activated to follow the peak pressure
as it moved along the ground surface, modelled as a perfectly reflecting bound-
ary. This region comprised 140 zones, and a switch was set to keep 40 of these
zones ahead of the reflection point. Permeable boundary conditions are used
on the top and right edges of the mesh, i.e., density, pressure and velocity
are set equal to ambient preshock conditions. Reflecting conditions were
applied to the left and bottom. The total elapsed physical time in the 2-D
calculation, 7.6 ms, required 5600 cycles. Times are referred to t=0 at the
start of the calculation.

The numerical simulation begins just before the shock first reflects from*1 the ground. Fig. 4a indicates the pressure and density contours and velocityvectors at time 3.18 ms. In Fig. 4b the reflected shock is shown moving upward,

the outward flow begins to stagnate at the ground (transition). Fig. 4c, t=5.99
A,, ms, shows an enlargement of the shockfront, and the development of the Machstem, slip surface and second Mach stem. The angle of the shock front with

respect to the ground is increasing with time so that the effective wedge
angle is decreasing. From Ben-Dor and Glass 18 one expects a transition to
double Mach stem to occur at approximately 450. The angle in Fig. 4b is about450 and the shock front has entered the transition phase. Figure 4d shows the

fully developed shock structure at 7.79 ms. Clearly visible is the second Mach
stem and a vortex region behind the first Mach stem. Toeing out of the first
Mach stem can be also seen in the contours of Fig. 4d and occurs as the fluid

rolls forward where the slip line would otherwise intersect the ground. The
velocity field in Fig. 4d also shows this detail.

One should also note the reflected shock properties. The reflected shock
propagates rapidly through the high temperature fireball, due to the high local
soundspeed. The shape of this reflected wave is a primary difference between I
the HOB case and the wedge case 1 9 . The other major difference, of course, is
the spherically ex anding blast wave which decreases in strength approximately
proportional to r-
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Fig. 5. Pressure-range curves for first and second (after transition - denoted
by TP - to double Mach reflection) peaks.

SUMMARY AND CONCLUSION

The complex 2-D Mach reflection phenomena associated with shock diffraction

on wedges and height-of-burst explosions have been modeled with the FAST2D com-
puter code. Four wedge cases--regular, single, complex and double Mach reflec-
tion-have been calculated and the results compared to experiments. A nuclear
detonation (1 KT at 31.7m HOB) was also simulated. The results give insight in-
to the formation and subsequent evolution of the Mach stem, the triple point
and the contact discontinuity. The transition from regular reflection to double
Mach reflection is predicted. Excellent agreement with Ben-Dor's data is obtained.
We suggest that the first signal for transition is the appearance of a second
peak behind the shock front due to stagnation in the flow. Calculated first and
second pressure peaks versus distance in the HOB case agree both with the HE
data and analysis to within 20%.

The use of the adaptive regridding procedure, called "sliding rezone",along
with the FCT algorithm allows one to accurately predict the nonsteady shock
structures in two dimensions for diffractions on wedges and HOB cases. Compari-
son with data for both wedges and HOB yields the best results obtained to date.ACKNOWLEDGEMENT

This work was supported by the Defense Nuclear Agency under Subtask 1
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ABSTRACT

--- , Due to its ability to produce repeated
cylindrical imploding-exploding shock waves, the
cylindrical resonator may reach high temperatures.
The present investigation was undertaken to im-

A prove the performance of the resonator so that it
can produce highly symmetrical shocks for a wide
range of jet stagnation pressures. This was
achieved by increasing the number of inlets to I
the plenum chamber and by introducing a step into
the jet stream to maintain the oscillations in the
subsonic jet range Using two dimensional tubes,I it was found that Ahist.rongest oscillations were
created by using a nozzle of at least 5 mm in
width. When maximum pressure amplitude was ob-

*tained by varying both the step size and the
width of the cylindrical cavity, spark schlieren
photographs were taken of the flow in the cylin-
drical resonator at various time intervals.
Results showed the presence of converging cylind-
rical shock waves possessing a high degree of

*circular symmetry. During the explosion phase,
two pairs of vortices were seen trailing behind
the expanding shock as a result of its interac-
tion with the transverse waves formed during
implosion. By insulating the disc with commer-
ial asbestos, a temperature of 5000C was

obtained with a jet stagnation pressure (Poj/Pa)
of 2.04. Higher temperatures may be reached by
using different gases in the resonator or by
improving the insulation around the disc.

t This work was supported by the Natural Sciences and Engineering
Research Council Canada Under Grant No. A-06

I I I .
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INTRODUCTION

The cylindrical resonator was first introduced in 1974 by
Wu et al1 and consists of a cylindrical cavity excited by a
circumferential under-expanded sonic jet. Its mechanism of
oscillation is similar to that of a Hartmann tube 2 which is
characterized by alternate periods of inflow and outflow but
produces converging cylindrical shocks as compared to plane shocks
produced in a simple Hartmann tube. Once it is recognized that
the internally generated shock3 are the main heat production
mechanism, the potential of achieving higher temperatures in a
cylindrical resonator is excellent since it can provide stronger
shocks especially near the center of collapse. This was not,
however, well demonstrated with the model proposed earlier mainly
because of the asymmetry present in the converging shocks which
were observed only at a jet pressure ratio of 3.76. The present
work proposes an alternate model which operates at a wide range
of jet stagnation pressures and produces converging shock waves
possessing high degrees of circular symmetry. Its operation is
similar to that of a Sprenger tube3 and therefore operates under
subsonic and supersonic jet conditions. The detailed dimension
assembly of the resonator used in the present work is shown' in
Figure 1. It consists of a cylindrical plenum chamber supplied

273 mm

A PLENUM CHAMBERT B AIR INLET
00- C NOZZLE RING
- D THREADED ROD
I E SCREEN

LF SLOTTED PLATE
G LOCKING RING
H RESONATOR DISC175 1 CYLINDRICAL CAVITY

I I~m89 -' J OPTICAL PATH CVT

C K CIRCULAR JET
L PLUG

eHK

Fig. 1 Schematic of cylindrical resonator

by twenty one-inch diameter inlets connected to a 6 m 3 tank
filled with air at 830 kPa pressure. A narrow slit with a 6 mm
rounded entrance in the inner wall serves as a nozzle. The
nozzle jet is surrounded on one side by a disc with a 30 degree
chamfer and on the other side by a plug. The position of the
disc and the plug may be adjusted by threaded rods so as to
control the width of the cylindrical cavity. In the present
apparatus, the plug acts as a trip wire (in the case of the

Sprenger tube) to weaken the jet close to its surface so that
the outflow and the oscillations can be maintained at subsonic
jet conditions. Since little experimental data was available

... 4 ______
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for tubes having a similar configuration it was therefore first

necessary to conduct two dimensional tests to determine under
what geometric conditions maximum pressure amplitudes prevail
and plane shock waves are produced.

Two Dimensional Tests

The two dimensional apparatus used in all tests is presented

in Figure 2. It consists of a tube having a rectangular cross

section (5.1 x 25.4 mm) and a nozzle with the same exit dimen-

sions. One tube nozzle side wall was constructed from a single

aluminum plate and the opposite side wall was chamfered 30 degrees

at the tube's open end. Spark schlieren photographs were obtained
of the flow inside and outside the tube and piezoelectric pres-
ures were measured at the closed end of the tube.

Upper glass
window

S[ V

Front View Lower glass
window

Chamber Nozzle Tube h Tube nozzle sep-
aration distance

w =Nozzle 4,idth

25.4 mm S = Step size

Top View

IFig. 2 Schematic of the 2-D tube

For pressure measurements three series of tests were con-
ducted for a jet pressure ratio (1.1 4 Poj/Pa 42.5). The first
series was carried out with variable step sizes, the second with
variable tube-nozzle separation distance and the third one with
a smaller tube-nozzle internal dimensions. The results obtained
from these tests indicated that in order to achieve maximum
operating conditions with the two dimensional tube presented in
Figure 2, the step size S must be greater than 5% of the nozzle
width, the tube-nozzle separation distance h/w must be within
the 3 and 4.2 values and the nozzle width must be greater than

5 mm otherwise smaller pressure'amplitudes will be obtained. At
optimum operating conditions the present two dimensional model
is found to produce larger pressure amplitudes than those obtain-
ed before with square 4 and round s tubes.

Spark schlieren photographs of the flow interaction outside
the tubes are presented in Figure 3 for a jet pressure ratio of

1.82. Photograph a shows the inflow phase as nearly the entire f
nozzle jet is captured by the tube. The transition from inflow
to outflow takes place when the internal shock leaves the tube

as shown in photograph b. Photograph c shows that during the
outflow phase the nozzle jet is diverted to the outside of the
tube owing to the weakness in the jet downstream of the step.
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AvA
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Fig. 3 Spark schlieren photographs of the flow
interaction outside the tube.

Photograph d illustrates the transition to inflow which occurs
when the tube jet eventually weakens. Another set of schlieren
photographs of the flow inside the tube is presented in Figure 4.
These photographs show clearly the presence of a moderatestrength shock which maintains its plain shape as it propogates

in and out of the tube.

Fig. 4 Spark schlieren photographs of the plane
shock in the 2-D tube.

From the two dimentional test results it was concluded that
the present geometric configuration produces strong oscillations,
similar to or even better than those achieved with any convent-
ional tube shape, and that an axisymmetric model such as proposed
in Figure 1 should, in principle, yield symmetrical converging
cylindrical shocks for both subsonic and supersonic jets.
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Tests on Cylindrical Resonators

These tests consist of pressure measurements, schlieren
photography and temperature measurements.

i) Pressure Measurements

All pressure measurements were carried out at the geometric
center of the cylindrical cavity by means of a Pcb piezoelectric
pressure transducer(sensitive element 5.3 mm in diameter) and were
undertaken to determine optimum nozzle width and disk diameter.
Optimum step size and cylindrical chamber width were obtained by
moving the plug and disk simultaneously in the axial direction
until maximum pressures were reached. Figure 5 shows the pressure

4
AP Fig. 5 Experimental values of
Pa the pressure amplitude

3
-.-Disk diameter = 75 mm and

nozzle width = 5.3 mm

-0-Disk diameter = 79 mm and
2 nozzle width = 5.3 mm

-(- Disk diameter = 69 mm and
nozzle width = 5.3 mm4 1 --- Disk diameter = 69 mm and

4 nozzle width = 2.5 mm

S1.2 1.4 1.6 1.8

Poj/Pa

amplitude variation with jet stagnation pressure for a selected
value of nozzle widths and disk diameters. For a nozzle width of
5.3 mm, the pressure amplitude is found to increase continuously
with jet stagnation pressure. The maximum recorded values are
found to occur with a disk diameter of 75 mm. Smaller or larger
disks are found to produce weaker oscillations. For a given disk
diameter, the highest pressure amplitudes were recorded for a
nozzle width equal to or greater than 5.3 mm. From the results
presented in Figure 5, it was concluded that the optimum disk
diameter is 75 mm and the optimum nozzle width is 5.3 mm and were
therefore adopted in all the following tests.

ii) Schlieren Photography

The schlieren system used for flow visualization in the
cylindrical cavity, consists of a double headed parabolic mirror,
a 2-KV spark-delay unit, a knife edge and a camera. A set of
schlieren photographs of the flow inside the cylindrical cavity
is presented in Figure 6. Photographs a and b show the converg-
ing cylindrical shock with a good degree of circular symmetry.
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Scale: - 25 mm--

AFig. 6 Spark schlieren photographs of the

cylindrical shock

Photographs c and d taken during the explosion phase, show 2

pairs of vortices trailing behind the shock, indicating the un-
avoidable and eventual breakdown in the shock front curvature and
the appearance to triple shocks during the converging phase of
the shock motion.6

'iii) Temperature Measurements

To determine the heat generation capability of the resonator,
the central part of both the disk and the plug were insulated
with commercial asbestos. A 0.13 mm Chromel-Alumel thermo-couple
connected to a digital temperature indicator (Omega Model 2809C)
was used to measure the maximum steady state temperatures achieved
at the geometric center of the cylindrical cavity for jet stag-
nation pressures (1.3 < Poj/Pa < 2.1). The recorded values are
presented in Figure 7 and shows a steady increase in temperature
as the jet pressure ratio increases to its maximum possible
reliable limit (Poj/Pa = 2.1). For jet stagnation pressures
(1.43 4 Poj/Pa 4 2.1), the following linear empirical equation
was obtained

T = 230 + 444 (Poj/Pa - 1.43) 9C (1)

At higher pressures the cylindrical resonator is expected to
yield higher temperatures as suggested by the above equation.
This was not verified experimentally, due to the difficulties
encountered in maintaining the jet pressures long enoughto obtain
a temperature reading.
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500

T [0C] Fig. 7 Equilibrium temperature
at the geometric center

400 of the cylindrical cavity

300 0 Experiment

EqU at i on
o0

200 0

I a I

1.2 1.6 2.0 2.4

Poj/Pa

CONCLUDING REMARKS

The present study has shown that, it is possible to produce
symmetrical converging shocks in a cylindrical resonator provided
that optimum disk diameter and nozzle width are employed. In
the present case, the highest pressure amplitude was achieved
with a disk diameter of 75 mm and a nozzle width of 5.3 mm. By
employing a plug, the resonator was found to operate at subsonic
jet conditions thus eliminating its dependence on the jet stag-
nation pressure. For a given jet pressure, temperatures higher
than those obtained with tubes made with same insulation material
were achieved. Further tests may be carried out in the future to
determine the maximum attainable temperature with a properly
insulated plug and disk using Helium as the jet fluid.
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PROPAGATION OF SHOCK WAVES THROUGH NONUNIFORM AND RANDOM MEDIA

C B. Sturtevant, L. Hesselink, B.S. White, V. Kulkarny and C. Catherasoo

0California Institute of Technology
0Pasadena, California 91125

A study of the propagation of shock waves through random
media, which was described in the 12th International Shock
Tube Symposium, has been continued. A diagnostic technique

is described in which shadowgraph motion pictures of the
mixing process induced in a random medium by passage of a
plane shock wave can be used to study the changes that occur
in the distribution of spatial scales in the medium. The

growth of large fluctuations in the amplitude of acoustic
shocks has been studied theoretically with a new stochastic
formulation of geometrical acoustics. Numerical calculations

have been made of ray trajectories in a computer-generated
two-dimensional random medium in order to check the pre-
dictions of the analytical theory and to calculate special
parameters for comparison to experiment. Whitham's theory
of shock dynamics has been generalized to heat the effects

of fluid non-uniformity on the propagation oY strong shocks.

I. INTRODUCTION

The propagation of waves through randomly inhomogeneous media is a funda-
mental problem of interest in a wide variety of scientific and technological
fields. Waves refract and scatter from the nonuniformities, and, consequently,
large and random fluctuations can develop in the intensity and phase pattern of
the waves as they travel through the medium. The propagation of acoustic waves
through random media has been studied in detail, as have the analogous problems
of propagation of electromagnetic waves in dielectric substances and of stress
waves in solids. However, the nonlinear behavior of finite-amplitude shock
waves propagating through random media has not received as much attention. The
propagation of shocks through fluids with randomly varying properties is
particularly significant because coupling between the wave propagation and the
fluid motion can be very strong. For example, the vorticity field generated
by the passage of a shock wave through a fluid in which entropy (e.g., density
or temperature) fluctuations occur can greatly increase mixing in the fluid.
In addition, the stability of plane shock waves strongly affects the behavior
of the scattered wave field. In this work we present new results, both theo-
retical and experimental, from an investigation of shock wava propagation in
random media first described at the 12th International Shock Tube Symposium

(ref. 1). In the experiments, relatively weak shock waves (M. = 1.007 - 1.1)
propagate through a volume containing two incompletely mixed gases in which 6.J rn sound speed fluctuations occur with a homogeneous, random distribution.
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Berause shock waves are nearly discontinuous and the present experiments
involve relatively weak shock waves, it is instructive and convenient to
treat this problem in terms of geometrical arguments, namely with the theory of

geometrical acoustics as a first approximation for weak waves and with the
theory of shock dynamics to account for the effects of gasdynamic nonlinearity.
In particular, the view of scattering that is adopted in this work, heavily
influenced by previous work at this laboratory (ref. 2) and by suggestions of
Pierce (ref. 3) and Kravtsov (ref. 4), is that the random medium acts like a
random array of lenses, focusing and defocusing the waves, creating a random
distribution of foci and thereby causing the wave amplitude locally to become
very large. At the foci the occurrence of infinite amplitude is prevented by
diffraction and nonlinearity. The large-amplitude waves at the foci may inter-

act strongly with the medium, generating more inhomogeneities. Thus, both the
effect of the random medium on the waves (scattering) and the effect of the
waves on the medium (turbulence production) are of interest. In this paper
a survey is given of research directed at both aspects. Reference is given to
more complete descriptions to appear in future publications. In §2 the experi-
mental apparatus and some recent results obtained from an optical technique for
measuring the statistical properties of the random medium are described. In §3
a stochastic acoustic theory which analyses the occurrence of foci in a random
medium is briefly outlined. In §4 numerical calculations tracing wave fronts
and rays through a computer-generated two-dimensional random medium are described,

and results are presented and compared ith the stochastic theory and with the
experiments. Finally, in §5 an approximate theory to treat the nonlinear prop-

agation of finite-amplitude waves through random media, based on Whitham's shock
dynamics, is described.

2. EXPERIMENTAL

IThe apparatus used in these experiments, shown in Figure 1, is mounted at

the end of the 43 cm dia shock tube at GALCIT* (ref. 5). Its function is to

S.1 generate a 26.7 cm square by 35 cm long rectangular volume of two incompletely
mixed gases immediately prior to a run. The apparatus consists of an array

j ' of fine jets, alternately of helium and dichlorodifluormethane (CC12F2 , here-
after referred to as fluorocarbon), arrayed in a checkerboard pattern on 6.3 cm
centers behind coarse grids on opposite vertical sidewalls of a box which acts
as the test section of the shock tube. The grids are rapidly retracted flush
with the sidewalls just before the shock tube is fired. The top and bottom
walls of the box are fitted with 15 cm dia optical windows for diagnostics, I
and the vertical upstream and downstream walls of the box are "shutters", which
can be opened rapidly just before shock arrival. The operation of the jets,
the grids and the shutters is automated. The gas mixture has the same density
as air, so the mean interface between the scattering region and the uniform gas
in the shock tube remains parallel to the plane of the incoming wave during a
run. The mean speed of sound of the mixture is also matched to that of air to
minimize reflection of the shock from the upstream and downstream interfaces.
The mixture which yields these properties contains 80% helium by volume, and
the mixture in the test section at the time of shock arrival has 62 rms sound-
speed fluctuations. A typical length scale of the fluctuation field in the
random medium is 1.5 cm. Shadowgraph and schlieren photographs are used to

visualize the random medium and the shock wave propagating through it. An
argon-ion laser is used as the light source. Quantitative information about the
development of the statistical properties of the random medium is obtained from
shadowgraph images obtained either from still photographs or with a high-speed
motion picture camera operating at a framing rate of 50,000 fps. Figure 2 shows
selecteO frames from a shadowgraph movie which have been digitized on a micro-
densitomer and re-photographed with a laser printer.+

* Graduate Aeronautical Laboratories, California Institute of Technology

'* + The authors are indebted to Mr. D. Madura of the Medical Image Analysis

Facility, Jet Propulsion Laboratory, for his aid in this effort.

_____ _____ ____ _____ Meg.
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Information about the statistical properties of the random scattering
medium is obtained using the method of Hesselink and White (ref. 6) for pro-
cessing images on shadowgraph photographs. Assuming homogeneity and isotropy,
the (two-dimenisonal) power spectral density function Sl(k) of the light
intensity fluctuations in the observation plane recorded on film is related to
S3 (k), the three-dimensional spectrum of the index of refractions, by a per-
turbation analysis of the wave equation in the limit of vanishingly small optical
wavelength and fluctuation amplitude,

6rrSl(k)

S3 (k) = , 
()

[1 + 36(1 + 6)]D
3k4

where k is the magnitude of the wave vector, 6 = D/D, D is the thickness
of the slab, and D is the distance between the entrance plane of the medium
and the location of the film plane.

The spectrum of the shadowgraph has been computed and averaged from the
digitized images of eleven still photographs (Figure 3a). From the two-dimen-
sional power spectrum of the image the three-dimensional spectrum of the medium
is calculated using equation (1) (Figure 3b). For comparison, two lines with
slopes -11/3 and -9 are shown on the figure. Kolmogorov similarly suggests
that in homogeneous turbulence the power spectral density function in the in-
ertial subrange should follow a -11/3 behavior, while empirical data suggest

that in the viscous dissipation range a -9 slope is appropriate. The inter-
section between the two straight lines occurs at a wavenumber k = 5.3 cycles/cmwhich corresponds to a length scale of 1.9 rmm. This scale is known as the

microscale.

3, STOCHASTIC THEORY OF FOCUSING

The growth of large fluctuations in the amplitude of high-frequency acoustic
waves or acoustic shocks has been studied with a new stochastic formulation of
geometrical acoustics (ref. 7). Nonlinear terms which represent focusing have4been retained in the theory, so the inapplicability of previous theories when
amplitude variations become large and when propagation distances are large has
been avoided. The coordinate system used in the analysis is arranged so the
coordinates (c,B) lie parallel and normal to the wave fronts. The ray direction
B = const lies at an angle 0, the flow deflection angle, to the x coordinate.
(So far only two-dimensional problems have been treated.) Introducing stretched
longitudinal coordinate s and transverse coordinate q,

ds = cdoL (2)

dn - AdB (3)

the equations of geometrical acoustics can be written

0s - -c/c (4)

K E0 -i As/A (5)

A. - c /C (6)

A

. or

":: :. K + K2 C /c (7) .. :

; '. ., / .. .... ./ .. ..
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where c is the sound speed, K is the wavefront curvature, and A is the ray
tube area. The essential tendency to focus can be illustrated by examining the
behavior in a uniform medium (c = c = 0). In that case the solution to
equation (7) is T f

K= Ko (8)
1 + Ko (s - so)

where Ko is an initial curvature at the initial station so. For K0 > 0,
K - 0 as s - - , while, for Ko < 0, K -,- -- as s - so - 1/1K0! , the former
case corresponding to an initially diverging wave tending toward a plane wave
and the latter to an initially converging wave collapsing to a focus. Thus, K
always decreases, but it approaches different limits depending on whether the
wave is converging or diverging. On the other hand, for small fluctuations the
stochastic term involving the sound speed in equation (7) is small and therefore
important only near K = 0. The significant effect of this term is to cause
the curvature of diverging waves to pass the limit K = 0 by random walk and,
therefore to become converging waves which then focus. Thus, there is an in-
evitable tendency to focus, and, as a detailed analysis (ref. 7) shows, focusing
occurs in a finite distance with probability = 1. Therefore, fluctuations of
wave amplitude grow exponentially and the focal length f has a characteristic
magnitude

f -2/3

where a is the correlation length of the index of refraction fluctuations in
the medium and a is their rms amplitude.

4. NUMERICAL RAY-TRACING CALCULATIONS

Computer calculations have been made of ray trajectories in a computer-
generated two-dimensional field of index-of-refraction fluctuations. The results
of these calculations serve as a check on the validity of the above stochastic
theory of focusing and as an indication of the departures that may occur when
the amplitude of the sound-speed fluctuations is larger than the range of vali-
dity of the analytical theory. Furthermore, calculation of special parameters
for comparison with experiment can easily be made. The numerical calculations
are carried out for wave propagation through a random medium of the same
properties (in particular, rms amplitude and correlation length) as the fluid
mixture used in the experiments.

The computer turbulence is computed by convolving a set of nearly normally
distributed random numbers with a prescribed weighting function derived from
the specified correlation function of the fluctuation field. In the present
calculations a Gaussian correlation function with zero mean, variance a2 and
maximum amplitude o2 is assumed. The ray paths through the random medium are
computed using the ray equation of geometrical acoustics, written this time !
in characteristic form (ref. 8),

d Va Vc
ds

on (10)

dxts - cVa

where c is the phase (d - ds/c, as before) and x is the position vector
of a point on the ray. An incident plane wave is assumed with rays parallelto the x axis.
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A photograph of the computer-generated medium is shown in Figure 4.
The gray scale represents the level of the sound speed, a high sound speed being
black and a low sound speed white. Results of the ray-tracing calculations for

waves incident normally on each of the four sides of the medium of Figure 4 are
indicated in Figure 5. The wavefronts at five different stations along the
path of propagation are also indicated. The strong tendency for the waves to
focus in this medium is clearly seen; in some cases multiple focusing occurs.
Since the amplitude and scale of the sound-speed fluctuations has been chosen
to be similar to that in the experiments, the behavior should be typical of
those which occur in the laboratory-generated random medium. In particular,
station 4 corresponds to the position of the window in the experiments, which
is about three focal lengths (cf. equation 9) from the upstream boundary of the
random medium. It is interesting that this distance is of the same order of

magnitude as the corresponding normalized propagation distance through the
earth's turbulent boundary layer of a typical sonic boom generated by a super-
sonic transport, assuming that a relevant scale in that case is about 10/k.,
where ks is the wave number of the dissipating eddies (ref. 9), that the
amplitude of the relevant fluctuations of sound speed equals 0.005 (ref. 10)
and that the propagation distance is 2km.

From the data of Figure 5 a histogram has been constructed of the distance

to first focus along representative rays. This quantity, normalized to a
probability density function, is plotted versus a nondimensional propagation
distance (ref. 7) in Figure 6. The solid curve is the prediction of the theory

of §3. It is seen that the agreement between the numerical calculations and
the stochastic theory is very good.

A procedure has been established for comparing the rise time of the initial
disturbance incident upon pressure transducers at the downstream end of the test
section with the predictions of the numerical calculations. It is assumed, in4keeping with the implications of geometrical acoustics theory, that initially
discontinuous wavefronts remain discontinuous, and that any particularly slow
rise time ecorded by a transducer must be due to tilting of the wave front.
The envelope representing the leading disturbance on the wavefront at station
5 in Figure 5 is constructed and a row of simulated pressure transducers, scaled
to the diameter of the transducers used in the experiments, is aligned side by

side, parallel to the plane of the incident wave front. The slope of the seg-
ment of the wavefront envelope incident upon each transducer is taken to be
the quantity determining the rise time of that transducer. A histogram of such
rise times is presented in Figure 7. Also shown in the figure is the histogram
of the experimental results. Agreement between these two results is satisfactory.

5. SHOCK DYNAMICS IN NONUNIFORM MEDIA

Distortions of shock fronts caused when, for example, the fronts pass over
curved boundaries, as in shock diffraction over a wedge, has received consider-
able attention in the past. It is now possible to treat diffraction over bodies
with exact numerical calculations or with approximate theory. The approximate
theory, known as shock dynamics, is due to Whitham (ref. 8). Shock propagation

through nonuniform media has not received as much attention, despite the fact
that refraction and diffraction of shock waves in turbulence and in substances
of varying sound speed occur in many applications. There does not exist an
approximate method for calculating such flows that properly preserves the
sharpness of discontinuities, except for the method of characteristics for fully

two- or three-dimensional nonsteady flow. In the work reported here, Whitham's
theory of shock dynamics has been generalized to treat the effects of non-
uniformities in the undisturbed fluid ahead of shock waves. Shock dynamics is
the nonlinear analogue of geometrical acoustics. It treats the distortion of
wave fronts in the coordinate system of 54 in terms of disturbances propagating
transversely carrying changes of shock strength M and ray inclination e
along the fronts.
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The formulation (ref. 11) of the theory follows that of Whitham (ref. 8),

and the resulting characteristic equations are the same as in that theory,

dO ± dw(M) = S(0,M, Dao/3x, aao/@y) , (11)

where w(M) is a function given by equation 8.72 of ref. 8, except that a
source term S, which depends on the variation of sound speed in the medium,
appears on the right-hand-side, reflecting the fact that disturbances are formed

on the wave fronts even in the absence of nearby curved surfaces. The function
S is given in ref. 11. Discontinuities of M and 8 can form on shock fronts
in this theory, just as in uniform media. These discontinuities are the mani-
festation of triple-shock intersections in Mach reflection and refraction. In
the class of problems studied here another discontinuity may occur; namely, a
discontinuity in fluid properties (contact surface) in the fluid ahead of the
shock. Thus, jump conditions equivalent to Snell's law must be developed for
the changes of 0 and M across contact surfaces. These, together with the
shock-shock jump conditions, are fitted into the solutions of the characteristic
equations.

In order to examine the properties of this theory in simple analytical ex-
amples, the problem of shock refraction from a plane contact interface has been
studied. The geometry considered is that of two plane interfaces intersecting at
an obtuse angle on the -axis, the portion in the lower half plane being parallel

h to the incident shock and the portion in the upper half plane lying at an angle
'5 to the x-axis. Figures 8 and 9 show the results of calculations for two
cases. The contact surfaces, shock-shocks, characteristics and a typical wave
front are indicated in the figures.

The most interesting result of the analysis is the demonstration that 0,
theory naturally provides a criterion for the transition from regular to !-h I
refraction, in contrast to the diffraction of shock waves over wedges where
the theory only predicts Mach reflection. In this case, when the leading
characteristic in the upper half plane falls above the contact surface a shock-
shock forms and irregular refraction is predicted (Figure 9), but when the
leading characteristic falls below the contact surface regular refraction results

(Figure 8). Figure 8 gives the results for the regular refraction of a shock of
strength M = 5.0 by a sound speed ratio of 1.35 at an angle 6 = 450 . Figure
9 gives similar results for irregular refraction with sound speed ratio 1.5 and
6 = 100.

ACKNOWLEDGMENT

This work was supported by the National Science.Foundation under Grant

CME-7822089.

REFERENCES

1. B. Sturtevant, L. Hesselink, J-F. Haas. Shock Tubes and Waves; Proceedings
of the 12th International Symposium on Shock Tubes and Waves. (ed. A.
Lifshitz and J. Rom) The Magnes Press, Jerusalem, 1980.

2. B. Sturtevant and V.A. Kulkarny. J. Fluid Mech. 73, 651. 1976.
3. A.D. Pierce. J. Acous. Soc. Am. 44, 1052. 1968.

* 4. Yu. A. Kravtsov. Sov. Phys JETP 28, 413. 1969.
5. L. Hesselink and B. Sturtevant. "Propagation of Shock Waves Through Random

*Media". To be published.
6. L. Hesselink and B.S. White. "Digital Image Processing of Flow-Visuali-

zation Photographs". To be published.
7. '.A. Kulkarny and B.S. White. "Focusing of Waves in Turbulent Inhomogeneous

Media". To be published.

8. G.B. Whitham. "Linear and Nonlinear Waves" John Wiley & Sons, New York.
1974



4I

13981 Sturtevant et al.

9. A.A. Townsend. "The Structure of Turbulent Shear Flow" Cambridge Univ.

Press, Cambridge. 1976.
10. S.C. Crow. J. Fluid Mech. 37, 529. 1969.

11. B. Sturtevant and C.J. Catherasoo. "Shock Dynamics in Nonuniform Media".

To be published.

- Cable~Cylinder

Screw

I let u i C,~ Shte

Opticol W~ndo. w __

figure 1. Schematic view
of the shock-tube test
section.

GALCIT 17 Inch Shock Tube

1V

Figure 2. Selected frames from a
high-speed shadowgraph movie.
t on 0 corresponds to the time the

shock passes the viewing window.

I IIIleI

..... .



Propagation in Nonuniform and Random Media [3991
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generated 2 - dimensional random
medium. White = low sound speed.
Black =high sound speed.
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Figure 5. Acoustic ray paths and wave fronts in
computer-generated random medium.j
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Figure 6. Probability density of
*distance to first focus. I I L I
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Figure 7. Histogram of transducer
rise times.
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SHOCK WAVE DIFFRACTION AT A SHARP EDGE

AND THE EFFECT OF BAFFLES IN A SHOCK TUBE

J.M.R. GRAHAM and R. HILLIER

Department of Aeronautics

Imperial College, London SW7, England

The diffraction of a shock wave round a sharp two-dimensional

0edge is studied numerically using a Fluid-in-Cell method with
flux corrected transport. The alternative possibility of a
shock fitting technique to this problem in order to reduce
numerical diffusion is also discussed briefly. In the case
of shocks with subsonic post-shock flow comparisons are made
with an isentropic weak wave diffraction theory including

athe effect of the vorticity shed from the edge. When this

vorticity is included, good agreement is obtained between
Athe two different methods of solution for the weaker shocks.

Numerical results are also presented for strong shocks, with
supersonic post-shock flow. In this case some comparison
with quasi-steady theory is possible. These comparisons
are presented as a validation of the general numerical tech-

nique in dealing with diffraction type problems.

The paper also deals with the propagation of a shock wave~through a succession of axisymmetric orifice plates in a!

long tube. Results of numerical computations of the inter-
nal flow fkids are presented indicating how the rate of
attentuation of the shock wave depends on the relative
geometry of the orifice plates. The results are considered
in the light of the diffraction results presented in the
first part of the paper and are used to discuss the effect-
iveness of internal baffles which are a common feature of

silencer design.

INTRODUCTION

An important aspect of the interaction between shock-waves and solid bodies
is the diffraction which occurs at the edges of the body. It is frequently im-
portant, for example, to calculate the attenuated shock which propagates into
the shadow region. Classical analysis of diffraction usually ignores the flow
separation at the edge and even in the absence of separation there is no exact
analysis for the diffraction of strong shock waves.

Because of an interest in calculating the attenuation of a propagating
shock by a sequence of baffles, we have chosen to look in detail at the dif-
fraction of a plane shock at the edge of a semi-infinite plate. The numerical
results presented in this paper have been computed using a finite difference
method to solve the inviscid Euler equations. The scheme used was the Fluid-
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FIGURE 1 Shock Tube Calculations. One-dimensional propagation:

A Donor Cell, 0 Flux Corrected Transport, T Donor Cell + Shock
Fitting, - True position of shock and contact surface.

j Oblique propagation 0, computed on different mesh lines.

In-Cell (FLIC-Donor Cell) technique, as described by Gentry, Martin and Daly

(1966). This method is a first order scheme which is very stable due to the
large amount of numerical diffusion inherent in it and also the incorporation
of artificial viscous pressures. However the numerical diffusion results in

considerable smearing of shocks and contact surfaces. This can be seen inI Figure 1 in which the results of a one-dimensional shock-tube calculation are
presented. The non-dimensionalised pressure and density are plotted here
against the pseudo-stationary coordinate = x/at where a is the ambient speed
of sound.

The Donor Cell method can be improved to second order accuracy witn con-
siderable reduction of the numerical diffusion by incorporating a 'flux cor-
rected transport' (FCT) algorithm as suggested by Book, Boris and Hain (1974).
This technique removes the numerical diffusion except where it must still be
retained for stability and leads as in Figure 1 (FCT curve) to shock capturing
over about three or tour meshes of the numerical grid. However we have found
that for this particular code the degree of sharpening obtained as the anti-
diffusion is increased must be balanced against a slight loss of accuracy (in !
the form of an overshoot) just behind the shock heralding the onset of in-
stability. This problem is most critical for very weak shock waves (Aps/p.'x 1%).

Shock capturing over a single mesh however can only be obtained by tech-
niques of shock fitting or by Random Choice Methods, for example Saito and

Glass (1980). The result of performing the shock-tube calculation using thebasic FLIC program combined with a shock fitting algorithm is also shown in
Figure 1. In this case the shock which is tracked and treated separately by

solving a Riemann wave problem across the two adjacent meshes to the shock,
is represented more or less perfectly to within a positional accuracy of one
mesh, but the contact surface not so treated is still smeared by the numerical
diffusion. All three methods predict the mean positions of the shock contact
surface and expansion quite accurately for this one-dimensional problem.
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TWO-DIMENSIONAL SHOCK DIFFRACTION

We have not applied the shock fitting technique to general two-dimensional
problems so far because of the difficulty of tracking compression waves with
complete unambiguity. However the FCT version of the Donor Cell technique can
be extended to two space dimensions without any great difficulty. In the pre-
sent case a regular rectangular mesh has been used and the flux corrected anti-
diffusion applied in the two directions sequentially by operator splitting.
This type of two-dimensional technique can sometimes lead to problems for dis-
continuities propagating obliquely to the axes of the mesh. As a test of this
the result of computing a plane shock propagating at 450 to the mesh is also
shcwn in Figure 1 to be captured with the same resolution as the one-dimensional
shocks.

One of the important questions arising from the use of finite difference
schemes for diffraction problems is the accuracy with which they cope with flow
near the sharp edge. Diffraction at the edge of a flat plate (1800 edge) is
likely to be most critical for this aspect of the method.

WEAK SHOCK DIFFRACT:ON AT A SEMI-INFINITE PLATE

In the case of a very weak shock (or acoustic pulse) it is possible to
construct an analytical solution for the flow field as a check of the accuracy
of the numerical method.

We consider the case of a plane weak shock propagating at the ambient sound
speed along a semi-infinite plate past its edge as shown in the inset diagram

din Figure 2. The classical attached flow solution for the diffracted acoustic
pressure field was given by Friedlander (1958) for this case as:

4 Pd=P +APs{I- tayn-II -ta)[cosec .l) (

P -1 Apstan- cosec (0/2).l/'2Xl/?-1)J < 0

in the diffraction region, 1 1, where Aps is the strength of the pressure jump

across the shock wave. The diffracted wave front forms a circular boundary to
this region. Outside it, p ffi p in the undisturbed region (1) and p = p. + Aps /

behind the shock (region 2). However this solution has a singularity in the
velocity at the edge which is suppressed in reality by the shedding of a vor-
tex sheet from the edge. Rott (1956) has shown how the strength of the shed
vorticity is related to the shock strength through the application of the Kutta-
Joukowski condition at the edge. The vortex sheet rolls up into a self-similar
spiral vortex, and in the case of weak shocks, the local flow field associated
with the vortex may be calculated asymptotically from Laplace's equation for
an inner incompressible flow in the neighbourhood <<l of the edge.

By matching such an inner solution to the outer diffracted flow, using
Lhere for simplicity the Brown and Michael (1955) model for a concentrated rolled

up vortex (see Graham, 1977) we obtain:

r(vortex strength) - 24/3n-h/3A 4/3a2t (2)

and vyv (vortex centroid) - (0, -24/31-2/3A2/3) (3)

where A is the shock strength parameter Aps/pa2(= ApS/ypo,,). This shed vorticity

induces an acoustic pressure field which modifies the pure diffraction field Pd
given by equation (1). The result to lowest order in the shock strength para-
meter as -? 1, the wave front, is:

P Pd + 2-s/6.37-5/3A2/3Apssin/2(1/-
1) . (4)
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The pressure field over the whole diffracted flow region 774 1 can be obtained
as a more lengthy expression by similarly adding the vortex and diffraction
fields.

The result of this calculation is compared in Figure (2) with the numerical
computation for a shock propagating initially at a Mach number Ms =1.2 (A =0.365).
This shows good agreement between the numerical calculation for the pressure
field along the 9=-900 axis and the analytical result including the effects of
vortex shedding. The small pressure rise running ahead of the wave front, most
noticeable for small elapsed times (large mesh size), is caused by the re-
sidual diffusion in the FCT method. The pure diffraction result is also plot-
ted in the same figure and it is clear that the presence of the vortex has a
large effect on the pressure in the shadow region. Figure 3 shows a plot of
the vortex strength and position against shock strength (expressed as Ms here).
The numerical computation of the inviscid Euler equations sheds about the cor-
rect amount of vorticity from the edge showing that the numerical viscosity is
forcing a Kutta condition to apply. The y-coordinate of the vortex centroid
is also in reasonable agreement with the asymptotic theory, but the stream-
wise position is overestimated. Not all of the vorticity generated by a dif-
fracting shock comes from the edge, some being associated with fluid processed
by the curved shock front. However the latter contribution is very small for
weak shocks (O(A3)). Bloor and Evans (1978) have similarly analysed the dif-
fraction of a plane weak shock at a baffle in a channel using a multi-point
representation of the vortex, but they did not derive the contribution of the
vortex to the radiating acoustic field.

The dependence of the pressure field on the shock strength parameter A to
the 2/3 power indicates a monotonic reduction with increasing A of the peak
value of (p -p.)/Aps in the shadow region. However the numerical results show
that for Ms above about 1.5 the asymptotic weak shock theory starts to over-
estimate this reduction considerably.

The above problem is the simplest shock diffraction problem. The next
simplest is the closely related normal flat plate problem for which a reflectedI shock is also generated. Similar analysis including the effect of the shed
vortex has been carried out for this case also, and indicates a similar magni-
tudc and sign of the effect.

STRONG SHOCK DIFFRACTION

Once the incident shock-wave is sufficiently strong that the post-shock
flow is supersonic, the subsequent diffraction must be accompanied by a rare-
faction fan centred upon the edge. This is illustrated by the sketch in
Figure 4 (plotted in the pseudo-stationary coordinates S,3) where the limits
of the diffraction field are marked by the reflected acoustic wave propagating
back into the post-shock fluid (AE) and by the diffracting shock (EF). Within
this region the existence of various disturbances can be postulated or have I
been identified experimentally (e.g. Skews, 1967a, 1967b; Bazhenova et al.,
1971). The initial expansion is a truly steady region, turning the fluid to

the appropriate separation angle for the vortex sheet at A. The precise boun-
dary between this region and the pseudo-steady flow is unclear but is located
in part at the secondary rearward-facing shock BC which accommodates the
accelerated flow from the expansion fan to the slower fluid behind the dif-
fracting shock. This secondary shock will also interact with the vortex sheet
and vortex D.

Computations have been confined to one shock Mach number (Ms -2.5, post-
shock Mach number - 1.193) and were terminated once the shock reached a boun-
dary of a 50 x50 square cell grid. Figure 5 shows the predicted variation in
the pressure rise at the diffracted shock (pressure rise normalised by the
value behind the initial incident shock, angle 6 measured relative to the
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FIGURE 5 Angular Variation of Pressure at Shock.

M s = 2.5. (0O , 1800 diffraction; X 900 diffraction).

diffraction edge) for deflection angles of 90 degrees and 180 degrees. The po-
sition e =26.6 degrees is the exact angle for the intersection between the re-
flected acoustic wave and the diffracted shock (position E of Figure 4) in

both cases; for angles less than this the pressure rise at the edge of the dif-
fraction field should then simply be given by the post incident shock value.
The computations appear to represent this limit quite well, the departure as-I sociated with numerical diffusion and with a weak pressure overshoot at the
shock still only being slight for these FLIC calculations. For the 900 diffrac-
tion case the computed pressure rise at the wall (e=-900 ) of 15.8% of the in-

cident shock strength compares favourably with the value of 19.5% inferred
from shock speed data in Skews' (1967a) experiments so that it appears that the !
relative attenuation of the blast from its initial value is well modelled nu-
merically. For the 180 0 diffraction the final shock strength (8 = - 1 800) is less
than 1% of the initial incident shock strength, relatively a much more signi-
ficant attenuation than occurs in the weak shock examples (e.g. 8% computed
for M. =1.2).

One feature which differentiates the strong shock from the weak shock
examples is the increased contribution to the vorticity field expected from I
the shock system in addition to that generated by separation from the edge.
The total vorticity for the 1800 diffraction case is given simply by the con-
tour integral of the tangential component of velocity around the circuit
GAEFG of Figure 4. The contribution from the shock segment EF is zero since
the shock moves normal to itself, and neglecting the velocity along the seg-
ment FG (which is justifiable for this large diffraction/strong shock problem)

gives a good approximation to the total vorticity as simply the product of the I
post incident shock velocity (U2 ) and the projection, in the x-direction, of
the segment AE. In suitable dimensionless form this gives

L' MsU 2

T-a

or l(M 2 ).

'I-i . ._ s
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For M s 2.5 this gives VT =4.37 compared with a computed value of 4.47 obtained
by integrating the vorticity over the whole computational field, the small
difference reflecting either the neglect of the wall velocity or slight errors
associated with the numerical diffusion of the diffracted and reflected wave
fronts. For the 900 deflection the computed value of rT is 4.01, the differ-
ence compared with the 1800 case arising now from a sign.ficant increase in
wall velocity or shock strength. Figure 6 presents computed contours of vor-
ticity indicating that this is still primarily associated with the vortex/vor-
tex sheet rather than being generated by the shock system. It is difficult,
unambiguously, toidentify that vorticity associatedspecifically with the
flow separation (v). A computed value of 3.5 (for rv) was obtained for the

10

10 1 2.0

250/

FIGURE 6 Constant Vorticity Contours (% of maximum).

Ms = 2.5, 1800 diffraction. I

region within the 5% contour which agrees well with the simple assumption that
the vortex sheet is fed by fluid at the velocity (U3) appropriate to the down-stream side of the Prandtl-Meyer expansion (assuming expansion of the fluid

down to ambient pressure). This gives

r~~U/a2
- 3

or that v -i3 .81 for Ms -2.5, supporting the computed predictions. This simple
model always implies, in fact, that the flow separation provides the dominant
contribution, as shown in Table 1, although in practice it '*l be somewhat

areduced since the initial flow will almost certainly not accLerate fully to
the ambient pressure and, more importantly, the interaction of the secondary
(rearward-facing) shock with the slipstream can generate vorticity of the
opposite sign.

Ms r/rT (theory)

2.2 0.89
2.5 0.87
4.0 0.85
6.0 0.85

0l 1.0

Table 1 Variation of r1' /r T with M
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SHOCK WAVE DIFFRACTION BY A SEQUENCY OF BAFFLES

The earlier examples demonstrate an ability to predict realistically the
diffracted shock strength. This next problem applies the FLIC program (without
antidiffusion) to the problem of the attenuation of an initially plane shock
wave (Ms =2.5) propagating through a sequence of 'baffles' or 'orifice plates'
into a gas with ambient speed of sound a (y = 1.403). The axisymmetric geometry
shown in Figure 7 and 8 was employed, starting the computation at time T=O
with the shock emerging from the tube shown at position X =0.

-0 0;0 1.1 2.4 - T .0 5;0 60XIR 70-

FIGURE 7 Shock Propagation through Sequence of Baffles.

Large calibre, shock moving from left to right.

1. I
~~T0.69 iilir [ 2R- ' "

AP/APS\ R ~6 I

"- - 2.7 7 : 1 .1|

0.0 1.0 2.0 3.0 4-0 5O XIR 6.0 7.0

FIGURE 8 Shock Propagation through a Sequence of Baffles

(2R calibre).

* iThe computations were conducted on a square cell mesh, with 5 cells to the
tube radius, and with both the baffle spacing and orifice radius fixed equal
to R. Figures Z and 8 present pressure distributions along the centre-line at
various times (T -Ta/R), for configurations with outer radii of 4.4 R and
2.0 R respectively, the computations being continued until the incident shock
wave had passed 6 baffles (in what can be regarded as effectively an infinite
sequence). During this time, the larger radius case behaves effectively as if
it were infinite, since there is insufficient time for the shock wave pro-
pagating into each cavity to reflect and return to the mainstream. Hence the
incident shock motion is governed by diffraction alone, each baffle in turn
attenuating the shock so that the distributions of Figure I show a monotonic

-A__
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decay of strength with distance or time. Behind the shock wave an increasing
extent of steady flow develops, as steady inflow becomes established to
successive cavities, indicated by the progressive correlation with time of an
ever increasing extent of the pressure distribution. The slight upstream in-
fluence from X =0 represents numerical diffusion of the initial expansion wave,
similar to the increased spreading of the rarefaction wave noted for the
shock tube problem in Figure 1.

With the 2.0 R outer radius the subsequent motion is more complex (al-
though this might be the more realistic situation practically), being influ-
enced by the relatively rapid filling of the cavities between baffles and the
subsequent reflection of disturbances back into the main flow. Figure 8 shows
that initially (up to the distribution for T = 1 .73) the flow follows the same
development as in Figure 7, the baffles behaving as if of infinite capacity
and a corresponding short steady flow region forming (O<X/R< 1.O). After
this time, however, this first cavity has been filled so that the pressure
rises again from the initial steady value sending further compression waves
after the initial shock to strengthen it again. The subsequent pressure dis-
tributions then show considerable departure from those in Figure 7, the shock
pressure first rising to remain then more or less constant as the attenuating
effect of baffles is compensated by the arrival of compression waves associated
with the filling of further cavities.

CONCLUDING REMARKS

The diffraction calculations provide accurate pressure rises at the shock
front (both weak and strong shock calculations) and appear to model realisti-
cally the effect of the shedding of vorticity from the diffraction edge. Re-
solution of the finer structure of the flow field is difficult, because of
the numerical smearing of shock waves and contact surfaces over several cells,
but can be improved by decreasing mesh sizes and by further development of
anti-diffusion and discontinuity tracking algorithms.
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S Re-establishment or quenching of a detonation at a corner is
conceivably caused by the interaction of numerous triple
shock waves contained in the frontal structure of the deto-
nation; a combined effect of Prandtl-Meyer expansion and the
disappearance of collision partner triple shock waves.
In this study, such processes are numerically simulated by
allocating a rectangular blockage in a b=7.4 cm channel,
where attention is focused on the behavior of the detonation
in the vicinity of a backward-facing step. First, a stable
detonation with periodical structure having two triple shock
waves is worked out for a stoichiometric oxyhydrogen at P0=
0.1 atm. Then, the collision of one triple shock wave with
the forward-facing step and the interaction of the other
triple shock wave with the Prandtl-Meyer expansion from the
backward-facing step are studied. 4

The effect of strong Prandtl-Meyer expansion causes the dis-
appearance of the triple shock wave as a result of development
of the decoupling between a leading shock wave and reaction.

Two kinds of blockages are used; (1) 1.24 cm height(l/6 chan-
nel width)x2.48 cm length and (2) 3.7 cm height(l/2 channel

width)x2.48 cm length.
~The expansion effect from the backward-facing step in Case(2)

is naturally more remarkable where the triple shock wave
completely disappears. In contrast, the detonation in Case(l)
is re-established, following a temporary decoupling lasting
only during its passage of four channel width 4b=30 cm.

INTRODUCTION

It is usually observed in the experiment that when a detonation propagates
* along a channel with rectangular corner, the number of existing triple shock

waves decreases due to the Prandtl-Meyer expansion from the inner corner while
the re-establishment occurs due to the wave reflection from the outer corner.

* Similar phenomena are observed when a steady detonation is subjected to sudden
expansion of channel width.

Bach et al. (ref. 1) and Korobeinikov et al. (ref. 2) investigated the
coupling or decoupling phenomenon between the leading shock wave and the flame
front, using one-dimensional analysis.

In the *resent study, the behaviour of the triple shock wavesin a 7.5 cm-
channel with a blockage were numerically analysed for a two-dimensional non-

- - l.l'- -- -jn ml VI.. _-_
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steady detonation. In order to obtain an initial condition, a detonation with
periodical structure having two triple shock waves was carefully constructed by
running the computer code from the starting condition; three concentration
inhomogeneities in front of a plane one-dimensional C-J detonation. The parame-
ters of the gas mixture were selected to agree with a stoichiometric oxyhydro-

gen mixture at P0 = 0.1 atm (refs.3,4).
The calculation was made for the two blockages; (1) 1.24 cm height (1/6

channel width) x 2.48 cm length and (2) 3.7 cm height (1/2 channel width) x
2.48 cm.

EXPERIMENTAL

Fig.l(a) shows an open-shutter photograph of an equi-molar oxyacetylene
detonation obtained in a 20 mm x 4 mm tube with rectangular corners at P0 =4 x
103 Pa (30 Torr). The mesh-pattern in this figure depicts the emission trajecto-
ries of the numerous triple shock waves at the detonation front. When the deto-
nation is subjected to a sudden change of its direction at the two corners, a
transient process appears where some of the triple shocks clearly disappear

and quenching nearly dominates, followed by the re-establishment of detonation

each time.

K .20

quick decoupling - die out

slow decoupling - survive f
~depth:• 4 mm

~~t

-20- (a) (b
Fig.l Open-shutter photograph of the emission from equi-molar oxyacetylene

detonation in a channel with corners.
(a) photograph, (b) sketch.

Fig.l(b) is the schematic of Fig.l(a), showing the gradient 250 of the
segment OA, the envelope of triple shock waves unaffected by the Prandtl-Meyer
expansion from the corner. This approximate diffraction angle 250 can be obtain-
ed by considering a supersonic flow over a 90* corner. An inert shock wave
having the propagation Mach number M0 = 8 produces the trajectory OA the angle
of which is 22.80 for the flow Mach number M, = 1.8, according to the Skews's
theory (ref. 5). In the case of the oxyacetylene detonation the propagation
Mach number of which is Mo = 8.0 at To 

f 300 K and P0 = 0.1 atm, on the other
hand, the induced supersonic flow is M, = 2.68 which is supposed to yield the
diffraction angle 22.4*, fairly close to the observed angle 25° . It is noted
that the limiting diffraction angle becomes 22.2* for M0 = , almost unchanged
for a wide range of M0 . On the line OA, numerous triple shock waves are simul-
taneously exposed to the Prandtl-Meyer expansion. At a closer distance along 4

the line OA from the corner, the rate of expansion is more rapid and the
decoupling between the shock and reaction fronts presumably occurs more severe-
ly. And therefore the triple shock waves disappear immediately after the
expansion comes into effect. At a distance from the corner, in contrast, the
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decoupling slows down and the triple shock waves can survive, as shown in Fig.1
(b). The paths of the survived triple shock waves are curved due to the
combined effects of inertia and expansion. When the Prandtl-Meyer expansion
ends, the survived triple shocks start interacting each other and become strong
enough to ignite the compressed gas and accordingly a coupled wave appears.

Aiming at studying the essential behavior of a detonation near a right-
angled corner, the phenomena close to the backward-facing step of a blockage in
a channel are experimentally and numerically observed and compared. Fig.2 shows

Fig.2 Propagation of a detonation in
a channel with a blockage.
mixture: C2 H2 + 02, initial

pressure P0 
= 39.8 Torr.

200' _20 _ 4_

a typical example of the experimental results using the equi-molar oxyacetylene
detonation at PO = 5.2 x 103 Pa (39.8 Torr).

4NUMERICAL ANALYSIS
The details of the present numerical method are identical to the one used

by Taki and Fujiwara (refs. 3,4), which treated the development of a detonation
into a periodical and multi-headed structure starting from a plane one-dimen-
sional C-J one.
(1) Fundamental equations.

It is assumed that a gas mixture is perfect with constant specific heat
and constant mean molecular weight, non-viscous and non-heat-conducting. I
Regarding the chemical reaction, complexity due to numerous elementary reactions

is avoided by utilizing a two-step-reaction model originally worked out by
Korobeinikov et al. (ref. 2). The parameters are selected to agree with
stoichiometric oxyhydrogen reaction at P0 = 0.1 atm. Thus, two-dimensional

nonsteady reactive gasdynamic equations can be expressed as

f + F + L + 0 = 0(i

P Pu PV0
Pu Pu2 + p Pvu 0

f P F= PUV G pv2 + p 0
pe pu{e + (p/p)} - pvte + (p/p))

Pa LPU+ 8pv Lw

(2)
p: pRT ( 3)

e=RT/(y-1) + 8q + 1/2(u2+v 2 ) (4)
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where u, v, p, p, T, q and R denote the velocities in x-and y-direction, the
pressure, the mass density, the temperature, the exothermicity per unit mass
and the gas constant, respectively. The detailed forms of reaction rates are

= do Tind - kpexp(-El/RT) (5)

S dt k 2 p 2 { 2exp(-E 2 /RT) - (1-8)2

x exp(- E2 + q)} (6)
RT

where a is the progress variable for the induction reaction, starting from 1 at
the shock front decreasing down to 0, when a the progress variable for the
exothermic reaction begins to decrease from 1 to its equilibrium value, and the
reaction parameters are as follows:

kl=3.0 x 1011 cm 3/g/sec, k2 = 1.5 x 10-
7 cm4/dyn 2/sec,

(7)
q=4 x 1010 erg/g, El/R=9800 

K, E 2/R=2000 K,y =1.4.

(2) Dimensionless forms.
The fundamental equations (1) through (6) can be written in dimensionless

forms, utilizing the following three characteristic quantities: k*, Po and q,
where k* indicates the induction distance associated with the Neumann spike
defined by

*= N exp(El/RTN). (8)kIPN

In other words, the quantities used for non-dimensionalization are , po, q,
t k*/q, T*= q/R u*= and p*= Poq.

(3) Finite difference equations.
The differential equation (1) can be approximated by the first-order,

central difference method originated by Van Leer (ref. 6):

f"' =f" -(A/2) [(F, Fj-1 )m + (G ,i - G.)L ] -At) (9

+(A 2 /2)((4 - *Z°- )  + ) l9

a = t + / 2 + v 2  (12)
X At =At- (13)

where (k,m,n) denote a lattice point in x-y-t space, and Ax -Ay and At are the
difference steps in space and time. The n+l-th time step Atn,is determined by
the stability condition:

Atf=1/max (a] (Ax) 2 +(Ay)2 ,. (14)
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(4) Initial and boundary conditions.
First, the characteristic parameters for the C-J detonation are found from

the reaction parameters in Eq.(7). A periodical two-dimensional non-steady deto-
nation is numerically produced (refs. 3,4) by positioning several pairs of
concentration inhomogeneities in front of a steady plane detonation.

Utilizing the channel width b=20* = 7.4 cm, a detonation with final
periodical structure having two triple shock waves was constructed; starting
initially from giving three pairs of concentration inhomogeneities in front of

a plane one-dimensional C-J detonation, and requiring to run seven channel
widths or 215 hisec. A blockage was positioned in front of this well-developed

two-dimensional nonsteady detonation; additional 9 psec was needed before the
detonation arrived at the blockage.

Boundary conditions were satisfied by assuming a reflection on both the
channel and blockage surfaces, because of non-catalytic and non-viscous walls.

. ,, , ................. /// / /

Fig.3 A detonation prior to

interaction with a short
W h+0 blockage.

S ; _16@.i stm

NUMERICAL RESULTS AND DISCUSSIONS

(1) Validity of difference scheme: The present method was applied to a

plane one-dimensional shock wave at a right-angle corner, in order to check its
appropriateness from quantitative point of view. A shock wave was initiated from
a discontinuous step profile and did not encounter the corner until the profile

settled into a steady finite-rise one.

r :1 D I NUOUS SSP

SUWU =*NSB P lirfP

Fig.5 Pressure profile of an inert shock

Fig.4 Validity of difference scheme: wave near backward-facing step. Solid
Application to inert shock and chain curves denote the isobaric
diffraction at a corner, curves, and the reflected sound wave,

respectively. S: the starting-point of
shock curvature.



4A

[4161 Sugimum et al.

An example of shock diffraction result at a corner is shown in Fig.4. The
numerical result shows a generally good agreement with the experimental
observation ( ref. 5 ), except near the wall where it approaches the Skews'

theory ( ref. 5 ). As a result, the shock wave exhibits an overhang near the

backward-facing step, as often indicated in the case of higher Mach numbers.

A snapshot of the pressure distribution near the corner is typically
illustrated in Fig.5. It shows the domain of Prandtl-Meyer expansion, where

rapid attenuation and deceleration of the shock wave are noted. Quantitatively
speaking, the calculated diffraction angle 28* and a spherical reflected sound
wave are in exact agreement with the Skews' theoretical results, which
implies that this method can be most appropriately applied to the present
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detonation diffraction at a corner.
(2) Detonation over a short blockage: First, the calculation was carried

out for a short blockage: height b/6 = 1.24 cm x length b/3 = 2.48 cm. Figs.6
(A)-(F) show a sequence of interaction between a detonation and the blockage,
where the behavior of the detonation is illustrated by the isobaric curves
(solid lines) and the reaction front (broken line).

Fig.6(A) shows a well-established two-dimensional detonation prior to the
encounter with the blockage. It contains two developed triple shock waves
travelling upward and downward. These triple shocks eventually collide with the
channel walls, as shown in Fig.6(A), and then start interacting with the
blockage. Since the lower triple shock directly interacts with the forward-
facing surface of the blockage, as shown in Fig.6(B), this triple shock
disappears after it forms a strong reflected shock in the inert burnt gas
(Fig.6(C)). Meanwhile the healthy upper triple shock is moving downward by the
time when the bottom detonation front comes by the rear corner of the blockage.
Throughout Figs.6(B)-(D), an appreciable decoupling exists between the leading
shock and reaction front, in particular, behind the blockage, as shown in

Fig.6(D). Later on, however, such a wide unburnt region is wiped out and a
single-triple-shock structure prevails until the second and the third triple
shocks emerge in Figs.6(E) and (F). Thus, it can be concluded that although the
disappearance of one out of two triple shocks is triggered by the interaction
with a short blockage, this lasts only temporarily and returns to a multi-
headed structure after propagating about three channel widths.

SSuch temporary decoupling and re-establishment are more explicitly shown
in Figs.7(a) and (b). According to Fig.7(b), in particular, decoupling is

".2

' I I I I =122
S-174 IS-163 S-149 ;-139 "-132 I 15-126

I -

-SHOCK FRONT

II ' + '.

t ' -- REACTION

FRONT

(a)

+ .VALUE AT UPPER SURFACE OF CHANNEL

DC-j _ss .2. + 1.3

1.2

+. +
+* +.1

1.0ZI

Distance from Blockage
(bi

Fig.7 Short blockage: (a) Coupled detonation after interaction.
(b) Propagation velocities at two typical places on detonation.
DC-.j (dimensionless) -1.27.

clearly the result of one triple shock disappearance, causing the wavelength of
propagation velocity pulsation about two channel widths, twice as long as in
the case of two triple shocks. Accordingly, the survival of at least one triple
shock is essential from the viewpoint of detonation re-establishment.

(3) Detonation over a tall blockage: A tall blockage, height b/2 - 3.7 cm
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x length b/3 =2.48 cm, is utilized to observe a stronger influence on the
temporary behavior. The initial unperturbed detonation ts identical with the

one shown in Fig.6(A). As illustrated in Fig.8(A), only one triple shock

this survived triple shock is just about entering into the influence of the
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Prandtl-Meyer expansion. As seen in Figs.8(B) and (C), the strongly coupled
shock and reaction throughout the wave front, in particular, at the triple
shock, separate and weaken. In fact, the gas behind the blockage remains
unreacted during the simulation, although in Fig.8(F) a newly-formed triple
shock is seen; it is generated by the Mach reflection on the lower channel wall.

The decoupling characteristics are shown in Figs.9(a) and (b). In particu-

lar, the deceleration due to decoupl-
SHOCK FRONT ing becomes maximum 30 % of the C-J
*EOCKPONY propagation velocity, which would

EONT cause a complete quenching in addition-
al simulation, unlike the previous

S." S" 131 24short-blockage L2

CONCLUDING REMARKS

.. (1) The effect of the Prandtl-
-Meyer expansion on the quenching and

P re-establishment of a detonation can

be controlled by changing the height
of a blockage in a channel.

(a) (2) The decoupling between the

shock and reaction fronts takes place
rapidly by the strong Prandtl-Meyer

t4 expansion from a corner, generating

DI _-----__----- 13 the disappearance of the triple shock.

" r (3) The reduction of the detona-

+ tion velocity in normal direction
e0 becomes 30 % of the C-J value, when

+ to the decoupling reaches most conspicu-

e 0 " ous at the end of simulation.

Distance* from Blockage

+: VALUE AT UPPER SURFACE OF CHANEL

0: VALUE ON SEGMENT OP

(b)

Fig.9 A tall blockage: (a) Decoupled

detonation after interaction.
(b) Propagation velocities at
two typical places of detona-

tion. Dc-j(dimensionless)=l.27.
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THE BLAST-NOISE ENVIRONMENT OF RECOILLESS RIFLES
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The blast-noise environment of recoilless rifles
is a complicated three-dimensional flowfield which must
be understood before impulse noise levels in the operator's
position can be reduced. Both breech blast (produced by a
unsteady, underexpanded jet of hot propellant gas behind
the weapon) and muzzle blast (produced by exit of gas both
ahead of and behind the projectile) are important. A short
survey of some of the experimental and numerical studies of
both the breech blast and muzzle blast problems is present-
ed here, followed by a description of the experimental
approach used at DREV. Several of the pressure vs time
profiles which were obtained are presented with the data
for the operator's position appearing to indicate the
occurence of breech and muzzle blast interaction. - IThese data are compared with the results o two one-
dimensional finite-difference models for the breech blast
(one assuming spherical, the other cylindrical symmetry).
The models are described in general terms with the keyIboundary conditions being emphasized. It is noted that they
are first-order approximations and hence useful for
preliminary and qualitative analysis. For quantitative
analysis a three-dimensional model is needed and the
approach being taken in developing such a code is described.

1.0 INTRODUCTION
Recoilless rifles use a supersonic nozzle behind the breech to

vent propellant gas which is designed such that the momentum of the
escaping propellant gas equals that of the projectile being fired, thus
eliminating the need for a heavy recoil absorbing system. As a
consequence of thp unsteady flow through the nozzle, and the under-
expanded jet formed behind it, a complex unsteady three-dimensional
flowfield is formed around the weapon, whose major practical
consequences are very high impulse noise levels in the weapon operator's
position and a large danger area to the rear of the weapon. As a
further complication, it is important to note that while the flow
through the nozzle (termed breech blast in the remainder of this paper)
is the main contributor to the blast-noise environment, the muzzle blast
(produced by the exit of gas both ahead of and behind the projectile) is

' " " V I .
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also important, especially in the operator's position.

The literature shows a good deal of interest in the flowfields
produced by both the breech and muzzle blasts, the major applications
being a reduction of the peak noise level in the operator's position,
limiting the impulsive loads on nearby structures, and muzzle blast
effects on the projectile trajectory. Various approaches have been used
including extensive experimental measurements, correlations of
experimental data, theoretical analyses based on ideal blast wave theory,
and numerical predictions.

Plett et all and Schmidt 2 give good surveys of the breech blast and
muzzle blast problems, respectively. While in both cases we are looking at
the flowfield produced by an unsteady underexpanded jet, the pressure-time
histories and boundary conditions are, however, different enough to warrant
separate studies of each problem. Basic e~perimental data on breech blast
is provided by Baker, Wgstine, and Bessey , Clayden and Hillman , and
Pennelegion and Grimshaw . Baker et al used a 57 mm recoilless rifle in
their tests and also present data obtained for other recoilless rifles.
Clayden and Hillman, while concentrating on the blast-noise environment
of impulsive rockets, present an interesting overpressure contour plot for
the 84 mm Carl Gustaf recoilless rifle. Pennelegion and Grimshaw used a
blast simulator in their study, thus allowing more control of the gas
parameters and more sophisticated instrumentation.

Detailed experimental surveys of the muzzle blast 6around small-
calibre weapons8 have been performed by Schmidt and Shear , Schmidt et al

7,
and Klingenberg , amongst others. All are excellent studies of the
problem with Ref. 6 presenting a series of high-quality photographs
showing the development of the flow structure. Overpressure contour plots
at various time intervals are presented as well as well as relations for
the mach-disc and free-air blast trajectories (see Fig. 1 for a schematic
diagram).

Correlations of published and unpublished experimental data are given
by Baker et al for breech blast and Westine for muzzle blast. In their text,
Baker, Westine and Dodge briefly discuss their correlation work, and
present the highlights, including a scaled plot of overpressure directly
behind the breech, the overpressure directly behind the breech, the
overpressure being normalised using P , the peak chamber pressure and the
distance behind the breech being normilized using the weapon calibre. Also
presented is a plot of scaled overpressure 90 from the muzzle vs scaled
distance. Further1~ork in this area has recently been reported on by
Westine and Ricker . Although useful, these correlations are inadequate'~since they cannot be used to predict the peak noise levels in the operator's
position and, further, provide only the barest indications of which physical

processes and factors are important.

Given the trouble, expense, and uncertainty involved in obtaining
experimental data, and the limitations of correlations, much effort has
been expended, as in other areas of fluid dynamics and engineering, in
numerical modelling of the breech blast and muzzle blast problems.
NumTTicf analyses of the breech Iast have been provided by Chiu et
al and Edwards ind Hillman . Adequate comparisons of these analysesI with experimental data Ias yet to be carried out, however.

Finite-difference based numerical analyses of muzzle ast have
been published1gy Schmidt and Shear

"4, Erdos and Del Guidice , and
Taylor and Ln , amongst others. In general, fairly good agreement
with experimental data is obtained in the region of the muzzle. No
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predictions of far-field overpressures are presented and three-dimensional
effects resulting from the presence of the ground-plane are not taken into
account.

To summarize, while a good deal of work has gone into probings
of the breech and muzzle blast problems, both are far from solved for
engineering purposes, with the muzzle blast, however, being somewhat better
understood.

2.0 EXPERIMENTAL WORK

Extensive data has been obtained at DREV in the last year in an
attempt to define the major elements of the blast-noise environment of a
typical recoilless rifle, the Swedish 84 mm Carl Gustaf. Fig. 2 gives a
general schematic diagram of the configuration, the operator's position
being, of course, just behind the aiming sights. While all recoilless
weapons produce very high impulse noise levels in the operator's position,
the Carl Gustaf is especially noisy because of the relatively high peak
chamber pressure (the result of using erosively-burning propellant in a
relatively small combustion chamber), the proximity of the operator to
the muzzle, and the absence of any noise-reduction features. DREV has
measured a reflected overpressure level of 6.3 psi on the operator's head,
this value being equivalent to an impulse noise level of 186.7 db.

In an attempt to define the factors responsible for this high
noise level the overpressure levels at several locations around a Carl
Gustaf proof launcher (a thick-walled launcher equipped with pressure
ports) were measured, along with the combustion chamber pressure, all
on the same time scale. Three cartridge variants and two launcher
heights were used, in order to examine the influence of the interior
ballistics and ground-plane, respectively. In this paper only a small
portion of this data will be presented for use in comparing with the
two numerical models. The experimental data will be fully presented in
a DREV report which is curr,.-ntly in preparation.

Fig. 3 shows the experimental set-up. Note that the pencil
blast-pressure gauges and the lead head were mounted at the same height
as the launcher, with the lead head being mounted in the operator's
position and the pencil gauges being pointed at the nozzle exit plane. I

Fig. 4 presents four of the pressure vs time traces (all with the
same origin) which were recorded using a standard round of ammunition
fired from a launcher 40 ins (15.7 cms) from the ground. The projectile
exit-time which is indicated on the combustion chamber trace was obtained
using a calibrated interior ballistics computer code. The three
overpressure vs time traces provide an indication of the number of
phenomena involved in producing the blast-noise environment. Sufficiently
far behind the nozzle a classical blast wave is produced as shown in
Fig. 4 (b). Ahead of the nozzle a comparatively strong shock-wave
propagates towards the operator. Fig. 4 (d) shows, however, that not only
the pulse of Fig. 4 (c), but the muzzle blast and ground-plane reflections
play an important role in determining the overpressure level in the
operator's position.

3.0 NUMERICAL MODELLING

Theoretical Considerations

The theoretical development used here is intended to represent,
to a first order approximation, the processes involved in generating
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the pressure pulse observed in the near field of the breech exhaust.

In this near field region, one could imagine that the jet is
approximately cylindrical. Far from the breech, the source may appear
more as a spherically symmetric flow than as a cylindrical flow, but
near the jet, the cylindrical geometry is an appealing simplification.

The flow field has been treated as a cylindrically symetrical
flow and as a spherically expanding plane being pushed back by the
expanding jet. The jet expands laterally as the nozzle exit-plane
pressure increases. This in turn is caused by the pressure in the
combustion chamber, rising as the propellant burns. A relationship
been the jet expansion and the exit pressure could be developed
analytically. Instead, an empirical relationship, based on experimental
data is used, as follows for the cylindrical jet:

R./R = (pe/pj)o (1)

where R. and R are the jet and exit plane radii, respectively, and
p is tie backepressure experienced by the jet at its outer boundary.
TBis configuration is represented in Fig. 5. With this approach, the
jet expands as the combustion chamber pressure increases and contracts
as the chamber pressure decreases.

The numerical scheme used is a Lax-Wendroff two-step scheme18 in
which the equations of mass, momentum and energy conservation are solved.
A cylindrical grid with radial steps of I cm was used. The time
increments were chosen during any step based on the maximum value
of ( u + c) computed in the previous step, where u is the local
particle velocity and c is the local sound speed. Then dt = 0.5 x
dr/(u + c) max was used in each step, to ensure a reasonably rapid
used, to enhance numerical stability. This has the effect of

smearing a shock wave slightly.

The boundary conditions can be assigned to be as realistic as
desired. At solid boundaries, there can be no flow through the
boundary and the velocity adjacent to the boundary must assume the
boundary velocity. At outer boundaries, conditions must be continuous; I
that is, the flow variables have zero gradient.

The jet-plane boundary in this problem was treated as a membrane
through which there could be no flow but across which the pressure was
continuous. As this membrane moved outward (inward), the abutting
cell was compressed (rarefied) generating outward (inward) flow. After
each two-step sequence, the computational grid was moved to provide
regular sized cells everywhere; the flow variables in each cell were
recalculated for the new positions-using interpolative conservation
relations based on the values at adjacent points of the previous cell
position.

Cylindrical Model

Figure 5 schematically shows the model parameters. The driving
force for the generation of the blast field comes from the rapid
expansion of an assumed cylindrically shaped jet. The relationship
between the jet radius and the chamber andl9xternal pressures was given
earlier in Eq. 1. From experimental data, the value of 8 was given
by 0.633. Several chamber pressure profiles were tried to observe the
effect of pressurization rate on the peak overpressures in the blast
field.
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Figure 6 shows the computed pressure profiles at various time
intervals during the chamber pressure cycle. The rapid jet expansion
rate at the initial time causes a large pressure increase at the jet
surface. Since the jet expansion rate decreases thereafter, the
pressure adjacent to the jet surface decreases, and the peak propagates
radially outward, decreasing in amplitude due to the radial area
increase effect. As the pressure adjacent to the jet surface continues
to fall, an N-wave type profile develops.

Figure 7 shows the decay of the peak overpressure with radial
distance for the case plotted in Fig. 6 as well as for two other chamber
pressure profiles. As the rate of pressurization of the chamber is
decreased, the jet radial velocity is correspondingly decreased resulting
in smaller overpressures in the field surrounding the jet. This quali-
tative relationship between chamber pressurization rate and maximum
blast overpressures has been observed in rocket firings. Therefore, the
analysis has produced results which explain qualitatively what has been
observed before, and has provided a means of predicting the relationship
between these two phenomena, at least for an assumed simple geometric
configuration.

Spherical Model

The size of the bubble is determined by the cumulative mass flow
from the nozzle, and is given as follows:

The 2 bul T 2 1/2 dt (2)

47 RPb rdr =o YC1~~ {R CP~} 4T 3

The bubble growth rate is calculated by differentiating this expression,
and given by:ee 

R
dR. 2 ]- A'Pc 2d 3

dt 47-1'T at I 4r 3

where Pk is the average dcnsity in the bubble ana ph is obtained by
applyin the conservation of mass and energy principles to the flow

exhausting from the nozzle. This bubble growth rate is the driving
effect for generation of the blast flow field.

Again, only near field pressures have been computed, due to the
length of computation time required to reach the far field. Fig. 8
gives the plot of the resulting pressure pulses at various times after
ignition. An initial peak is observed which propagates outward and
decays due to ,ea expansion effects. This is followed by a second rise,
probably due tu the nature of the chamber pressure variation.

= 4.0 DISCUSSION

*A rough check of our experimental data is available by plotting
the measured maximum free-field overpressure 10 m behind the nozzle

exit-plane on Baker et al's correlation plot for recoilless rifles of
maximum overpressures on a line 0 to the breech. In our case:

L/C = 10/0.084 = 119

a06d 03P/Pc = 120/60,000 = 0.2 x 10-3
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As can be seen from their plot 3 this value falls near the best-fit line
through the data.

A comparison of the numerical predictions with the experimental
data is difficult to carry out given the somewhat different chamber
pressure histories in the two cases and the availability of only one
near-field overpressure profile, that of Fig. 3 (c). Some preliminary
investigations have been carried out using the chamber pressure profile
of Fig. 3 (a) as an input to the cylindrical model. These give results
similar in form to Fig. 6, though the overpressures are, as might be
expected, higher. Also the jet surface locus extends out to a consider-
ably greater distance. At a radial distance of 1 m these preliminary
results give a peak overpressure of approximately 20 psig,the measured
peak overpressure from Fig. 3 (c) being approximately 10.3 psig. The
cylindrical model appears to be valid as a first-order approximation.
For quantitative predictions, the jet separation and blast-wave
diffraction effects around the nozzle must, however, be taken into
account.

In general, reducing the peak in the zhamber pressure profile
reduces the peak overpressure value in the environs of the weapons and
also, because of the weaker shocks, delays the arrival of the pulse at
a given location.

5.0 CONCLUSIONS

Various approaches to describing and analysing the blast-noise
environment of recoilless rifles have been described and some recent
experimental data presented. Two l-D finite difference models have
also been presented, along with some typical results. As the
experimental data shows, one-dimensional models are clearly inadequate
and better representations of the 3-D phenomena are required if reliable
predictions of the peak overpressure are to be achieved.
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SHOCK-EXCITED EMISSION SPECTRUM OF TUNGSTEN OXIDE

J.B. Shin, M.W.P. Cann and R.W. Nicholls

Centre for Research in Experimental Space Science
York University

4700 Keele St., Downsview, Ontario, Canada M3J 1P3

The spectrum of WO was studied as part of a continuing in-
vestigation of the shock-excited spectra of astrophysical-
ly important molecules. A 3-inch i.d. steel-copper shock

tube was used to shock-excite tungstic anhydride powder to
temperatures between 3800 and 4500K. The resulting exten-
sive emission spectrum of WO was reenrded photographically

between 3400R and 8900R. 119 bands cl WO were excited of
which 99 were observed for the first time. A preliminary
vibrational analysis has been made of the "D" system and

vibrational constants are given.

INTRODUCTION

The high dispersion and high resolution study of molecular spectra, such
as wavelength analysis and the precise determination of molecular structure
constants, is one area of spectroscopy which is not normally associated with
shock-excitation studies. The duration of usefil light emission in shock tube

spectroscopy is usually less than one millisecond, which is far shorter than
normal exposure times required by slow, high resolution spectrographs. Never-

theless the shock tube is a most useful spectroscopic light source for the
high temperature excitation of many metallic oxide band-systems of astrophysi-
cal importance, which are normally difficult to excite in the gas phase with-
out use of sustained high temperatures (Nicholls et al. 1963). Because of the
thermal excitation of high vibrational and rotational levels, more vibration-

al bands and rotational lines are usually observed in the shock excited
spectra than low temperature spectra (Shin and Nicholls 1977a,b).

In this paper we report a study of the shock-excited WO spectrum at
moderately high resolution using a computer processing of spectral data to aid
in the analysis. The rich WO emission spectrum is characterized by many
systems of overlapping bands (as yet mainly unasi4 gned) extending throughout
the near ultraviolet, visible and near infrared spectral regions. Because ofIthe complexity of the WO spectrum, previously excited in arcs, there have been
virtually no attempts to analyze it. Two short notes were published by
Gatterer and Krishnamurty (1952) and Vittalachar and Krishnamurty (1954). The
last authors Rropose four band systems with the (0,0) bands at '743, 7060,

6220 and 4710R. Gatterer and Krishnamurty (1952) proposed two systems with
(0,0) bands at 4806 and 44591, with a possible third one at 471O. Wavelength
measurements on 25 WO band-heads have been presented by Gatterer et al.
(1957), but the spectrum was not analyzed. In addition, a provisional
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Deslanders array was obtained from a low-dispersion shock-excited WO spectrum
by Nicholls and Tyte (1965). In this study, all of the observed bands were
assigned to one system. The paucity of the published result shows that the
WO spectrum has not yet been properly characterized. Difficulty also occurs
because of numerous perturbations existing between various energy states and
as well as to the great complexity of a typical heavy metal oxide spectrum.

The study of absorption spectra in neon and argon matrices by Weltner and
McLeod (1965) reveals that there are seven electronic transitions (A to G
systems) in the wavelength range 3500 - 6000R. There exist very extensive
perturbations particularly between systems A and B and also between E and F.
Of all the systems of Vittalachar and Krishnamurty (1952) and Gatterer and
Krishnamurty (1954) only one at 4807R, appears in absorption in the neon
matrix experiment of Weltner and McLeod (1965).

The purpose of the present study was to obtain a WO spectrum with more
bands than have been observed hitherto and to apply computer assisted techni-
ques in the analysis. With these techniques, it is hoped to relate bands to
several electronic systems and to obtain the molecular constants describing
their energy levels.

EXPERIMENTAL

The spectra of WO were produced by thermally exciting powdered tungstic
anhydride (W03 ; purity 99.9%) in a 3-inch(i.d.) steel-copper shock tube with
powder-injection system described elsewhere (Cann, Shin and Nicholls 1981).
The temperatures of gases behind the reflected shock wave, as estimated from
the initial shock speed, were 3800 - 4500K. The emission spectra of WO were
photographed at several temperatures from the near UV to the near infrared
spectral regions. Emission spectra in the near UV and the visible regions I
(3400 - 7000X) were recorded in first order on a Baird Atomic 3-meter grating
spectrograph with a reciprocal dispersion of 2.5 /mm, and in first order on
a Bausch and Lomb 1.5-meter grating spectrograph with a reciprocal dispersion
of 15 R/mm. Spectra for the near infrared region (6700 - 8900R) were record-
ed also in first order, with a Czerny-Turner 0.65-meter spectrograph having
a reciprocal dispersion of 12.7 i/mm. The number of shocks required to pro-
duce an adequate spectrum on Kodak 2475 film and Kodak high speed infrared
film varied between one and thirty, depending on the band intensities in the
wavelength region and the speed of spectrograph used. A schematic diagram of
the optical arrangement is displayed in Figure 1.

The spectrographic films were measured and digitized with a Perkin Elmer
Model 1010A PDS Microdensitometer and PDP8E computer (at the David Dunlap
Observatory, University of Toronto). The digitized spectra were measured with
an increment of 0.0005 cm and were stored on magnetic tape. Subsequent pro-
cessing of the tape including wavelength calibration using prominent tungsten
atomic lines, was conducted on York University's ITEL AS/6 mainframe computer.
In order to reduce noise and enhance the visibility of the bands the digitiz-
ed spectra were processed by signal averaging, with rectangular functions of
various widths. Figures 2(a) - 2(d) show the computer-reproduced Bausch and
Lomb spectra without or with averaging. This method enhanced the visibility 7

of the bands and was especially valuable for identifying many weak bands.

The wavelength measurements of band heads were carried out on spectra ,
which were plotted on the CALCOMP drum plotter with wavelength scales chosen
to facilitate the measurements. By this means 119 band heads of thp shock-
excited WO spectrum were observed in the spectral range 3400 - 8900X. Among
these, 99 of the bands have not been reported previously, in particular the
band systems in the near infrared region. The infrared bands may be hot bands
due to the high temperatures of shock excitation.
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SPECTRAL FEATURES

The band head wavelengths, vacuum wavenumbers of all the bands observed
in this study, with the vibrational quantum assignments for bands in D-system
are displayed in Table 1. The probable observational error in wavelength
measurement is about ± O.5 in the near UV and visible regions and about ±
in the near infrared region. The band heads designated by an asterisk are
those which have been previously reported in the literature. Otherwise the
remaining 99 bands are new. An examination of the spectrum shows that most
of the observed bands are degraded to the red. Figures 3 and 4 are the low
dispersion WO spectra taken with the Bausch and Lomb and the Czerny Turner(JH)
spectrographs.

Because of the high density of bands which remain to be assigned and the
strong perturbations between systems described by Weltner and McLeod (1965),
only the D-system has been vibrationally analyzed at present.

VIBRATIONAL ANALYSIS AND MOLECULAR CONSTANTS OF THE D-SYSTEM

The head of the (0,0) band of D-system lies at 4805.9X (20801.9 cm-1 ) and
transitions to the higher vibrational levels, up to the v' = 5 and v" = 3 are
observed. The (0,0) band is the strongest but the (1,0) and (2,0) sequences
are well developed.

A set of molecular vibrational constants was determined from a least
squares fit to measured band head wavenumbers, giving

VH = 20833.5 + 995.3(v'+0.5) - 5.941(v'+0.5)2 2!
- [1062.4(v"+0.5) - 3.975(v"+0.5) 21,

This set of vibrational constants is the first to be published for the WO
molecule.

Table 2 shows the Deslanders table for wavenumbers, wavelengths, Franck-
Condon factors, r-centroids, and the first differences between progressions
of D-system bands. A set of provisional approximate Morse Franck-Condon
factors and r-centroids were calculated from the followln input data

A f 14.7153823 a.m.u., w = 995.3 cm 1 , ex = J.941 cm-1 , we = 1062.4 cm-,
w xe  3.975 cm e .74 R) and (r" - 1.69 A). Because no re values are
available in the literature (Huber and Herzberg 1979) (for no rotational
analyses have been done) we adopted r" of the ground state of the very simi-
lar TaO molecule for which I1A = 1.68669R, and used Birge's rule were - const.
to estimate re . There is good agreement between the Franck-Condon factor
values and the proposed band assignments in Table 2.

DISCUSSION

The above results are preliminary and the work continues on assignments
and analyses of the other bands. Spectra obtained with the powder-injection
shock tube yield a rich array of bands far more numerous than hitherto re-
ported in the literature. The WO spectrum is complex and its variation with
shock temperature, together with study of the absorption spectrum can be j
expected to assist in relating vibrational bands to particular electronic
systems. The computer processing of digitized spectra has been a powerful
tool in this work. Filtering by the Fast Fourier Transform methods has also
been used for noise removal and extension of this method in future work will
be profitable. In addition to the vibrational bands, the rotational lines
within some of the stronger bands appeLr quite clearly on some of the films
as well as in the computer generated plots. Further work (including some
rotational analyses) is expected to yield many more band assignments and the

.p~1 _ _ _ _ _ _ _ _
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corresponding molecular constants.
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ROTATIONAL NONEQUILIBRIUM INFLUENCES
IN CW HF/DF CHEMICAL LASERS

S. W. Zelazny, W. L Rushmore, J. W. Raymonda, and M. Subbiah
High Energy Laser Technology Directorate

Bell Aerospace Textron Division of Textron Inc.
Buffalo, New York 14240

and

0L H. Sentman
Department of Aeronautical and Astronautical Engineering

University of Illinois
Urbana, Illinois 61801

A theory is presented which considers either rotational equilibrium or non-
equilibrium rate processes in continuous wave (CW) hydrogen fluoride (HF)
or deuterium fluoride (DF) lasers. The theory is used to predict zero power
gain and power spectral distributions and comparisons are made with experi-
mental observations. The DF reaction kinetics model was found to give pre-
dictions of zero power gain which were closely correlated with experimental
data. However, the HF reaction kinetics were found to produce radically I
different zero power gains than experimentally observed. Modifications to
the reaction rates of certain vibrational-translational and vibrational-
vibrational energy exchange processes were found to remove the discrepancy
between the measured and predicted zero power gains. The rotational non-
equilibrium theory was used to predict the power spectral distributions for
HF and DF lasers and results were found to be consistent with experimental
data.

1. INTRODUCTION

Interest in chemical lasers and, in particular, continuous wave (CW) hydrogen fluoride (HF)
and deuterium fluoride (DF) continues to be maintained at a high level after more than a decade
since their first demonstration. Such devices, see Figure 1, operate at high chemical efficiencies
and do not require any nonchemical energy for their operation, thereby providing a source of high-
level coherent radiant energy from a relatively low weight compact system. Considerable literature
describing experimental and theoretical investigations of chemical lasers has appeared since 1964,
including the Handbook of Chemical Lasers I and the recent review by Cool 2.

Insight into the dominant physical processes that control CW HF/DF laser performance has
been gained through the development and application of theoretical models. Emanuel, in Chapter
9 of the Handbook of Chemical Lasers 1 , has reviewed the numerical modeling techniques used to
model both CW and pulsed chemical lasers. As shown by Emanuel I and others, one of the major
elements in the theoretical model of chemical HF/DF lasers is the description of the chemical
kinetics. Early analyses, which employed the assumption of rotational equilibrium, were found to I
be unable to predict accurately the experimentally observed spectral distribution of energy. In an
early study of rotational nonequilibrium phenomena, Sentman3 showed that several rotational
transitions within a given vibrational band lase simultaneously and most of the power is contained
in those rotational transitions that are preferentially populated by the pumping reaction. In a later
study4 , the idealization of a Fabry-Perot resonator was replaced with a more realistic unstable re-
sonator model. It was found 4 that power spectral distributions obtained with the Fabry-Perot
model and the unstable resonator were almost identical as were total power levels (differed by less

" _ _
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than 6%). It was also shown4 that the unstable resonator power would fluctuate on lines whose
saturated gain did not fill the resonator. These results 3 , 4, 5showed qualitative agreement with
experimentally observed trends but could not be compared quantitatively because of the simpli-
fied chemical-fluid dynamic model employed.

A cost effective rotational nonequilibrium model which is capable of predicting results that
are quantitative is desirable in order to aid the laser designer and test engineer in test plan pre-
paration and data interpretation. Two theoretical models which satisfy the cost efficiency require-
ment have been reported by Sentman 6 and Raymonda et a17 . Quantitative comparisons between
theory and data for theyower spectral distributions have been recently reported by Sentman for
two classes of lasers. 5, 6 Comparisons between experimental and theoretical power spectral dis-
tributions have shown good agreement for an arc driven CW HF laser, whereas significant dis-
crepancies between theory and data were found to exist for a combustion driven device 6. The in-
ability of the theory to predict the power spectral distfibution in the latter case has been argued to
be attributed to an inaccurate preJiction of the local translational temperature.

In this study, we continue to expand the data base over which rotational nonequilibrium
models have been evaluated in terms of their ability to predict experimental observations. Data
characterizing the two types of laser cavity injectors shown in Figure 2 were theoretically modeled.
The cavity injector configuration determines the rate of mixing between the lasant and oxidizer
streams and, consequently, the local temperature and concentrations in the reaction zone. The
theory used to predict the zero power gain or power spectral distributions is given in Section II
where the three major elements of the model are described, i.e., (1) the conservation equations,
(2) chemical kinetics, and (3) the optics. Comparisons between theoretical projections and ex-
perimental data are given in Section III and conclusions are given in Section IV.

I1. GOVERNING EQUATIONS

A. Gas Medium Conservation Equations I
The conservation equations for the mixing, chemically reacting, and lasing gas medium are re-

duced to a quasi one-dimensional form by averain across the mixing zone coordinate. The details
of this procedure have been reported previously and will not be repeated here. The equations
may be expressed in a form which applies to rotational equilibrium or nonequilibrium reactionI rate formulations and to an arbitrary optical configuration. The specific form of the model for the
rate of change of each specie .oncentration due to chemical reaction, the Xchi expression, will vary
with the reaction rate model. The radiative flux distribution, which appears in the model for the
rate of change of a specie concentration due to simulated emission, will implicitly reflect the specific

resonator configuration being employed. Earlier modeling efforts 9 of the resonator were restricted
to two plane-parallel mirrors satisfying,'the gain equals loss condition in the geometric optics limit.
This limitation has now been removed in our current models for rotational equilibrium, the BLAZE-
II code, and rotational nonequilibrium, the NORO II code.

B. Chemical Kinetics

The DF and HF chemical kinetic models 10-13 used to compute the Xchi expression appearing
as a source term on the right hand side of the species continuity and energy equations are described
in this section. Within the rotational equilibrium approximation, it is only necessary to solve for
the total popl6ation in each vibrational state, nv, and determine the rotational distribution, nv, J,
from the Boltzman distribution function. Hence, an expression for Xchi (v) is required. Generalizing
to the rotational nonequilibrium condition will result in treatment of distinct vibrational and ro-
tational population levels, nvJ, and here expressions for the chemical reaction source term are of
the form Xchi (v, J).

The types of reactions can be divided into two general classes: (1) those involving generalized
collision partners and (2) those where vibrational energy is exchanged or pumping to a vibrational
level occurs. The equilibrium DF rate model used in this study has been described and used pre-
viously by Zelazny et a19 to examine the sensitivity of predictions of laser power to key assump-

tions used in the theory. The increase in the number of dependent variables (nv replaced by nvJ)
when considering rotational nonequilibrium effects results in a significant increase in computer
solution time (in some cases upr to a factor of ten). It was of interest to examine the rotational

__ _ _ _L
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equilibrium model being employed to minimize the number of reactions and dependent variables
without significantly affecting predictions of specie profiles, total power and the vibrational power
distribution. Computational experimentation with the model showed that for the DF system where
the cold reaction is dominant, it was only necessary to retain DF(v) for v = 0, i, 2 and 3 without
significantly, changing the predicted power spectral distribution. This is shown in Figure 3. The
rotational nonequilibrium model evolved from this reduced reaction set.

When rotational nonequiibrium is considered, it is necessary to specify reaction rates that
are dependent on both the vibrational and rotational states. The rotational nonequilibrium re-
actions may be divided into five classes (1) pumping, (2) collisional decomposition, (3) collisional
deactivation, (4) rotational relaxation, and (5) V-V transfer reactions. The form of the reaction
rates and the rotational nonequilibrium DF reactions considered in the model are given in Table 1.
The rotational equilibrium reaction rates used for the HF system have been modified I 1-14 from
those used in our earlier study9 . These updated reaction rates are given in Table 2, and the rota-
tional nonequilibrium rates are given in Table 3.

C. Optics Model

The conservation equations are coupled to the optical field through stimulated emission
processes which are represented by the Xrad term appearing in the energy and species conserva-
tion equations. The constant gain approximation for a Fabry-Perot cavity (two plane parallel
mirrors) yields an equation for the threshold gain expressed in terms of the mirror reflectivity and
length of the active medium. This approach to close the governing equation system was used in this
study.

III. COMPARISONS BETWEEN THEORY AND EXPERIMENT

The experimental data base for combustion driven CW HF and DF lasers has grown con-
siderably over the past eight years. These data include measurements of (l) total outcoupled laser
power in stable and unstable resonator configurations, (2) sensitivity of output power to optical axis
location, (3) zero power gain rotational temperature distributions as obtained from chemiluminec-
ence data, (4) temporally and spatially resolved output power spectral distributions, (5) sensitivity
of output power to the output coupling ratio, (6) zero power gain distributions, (7) saturated gain
distributions, and (8) spectrally and spatially resolved intracavity intensities. Hence, it is now

possible to assess in some detail the ability of theoretical models to predict quantitatively these ex-
perimental observations. As was reviewed by Zelazny et a19 , there are numerous assumptions that
are required before a theoretical model can be constructed which lends itself to solutions that are
reasonable in terms of comlWter core and time requirements. The following paragraphs des-
cribe results of a broader study 14 directed toward evaluating the accuracy of the CW laser models
developed by Driscoll 15 and Raymonda et a17 .

-$ A. Zero Power Gain

Rotational relaxation effects are slower than stimulated emission rates and hence including
rotational nonequilibrium in a theoretical model to predict power spectral distributions is import-
ant. In the absence of a radiation field, a rotational equilibrium theory is sufficient to characterize
the dominant reaction processes and allow for an evaluation of the ability of the theoretical model
to predict zero power gain distributions in the laser cavity. A comparison of the zero power gain
predicted using the rotational equilibrium and nonequilibrium models are shown in Figure 4 where
as, stated, only slight differences are observed in the rotational distribution of the gain. Implicit in
the exercise of comparing measured and predicted zero power gain is a test of the theoretical pre-
diction of the mixing rate of the primary and secondary streams (which has a first order influence
on specie concentrations, pressure, temperature, velocity, and density). Therefore, one of the first
tests of a laser performance model is in its ability to predict the zero power gain distribution in the
laser cavity.

DF Laser with a Slit Nozzle Array: The model was used to predict the zero power gain
generated downstream of a two-dimensional nozzle array. For this device, the combustor pressure
was in excess of ten atmospheres and the combustor temperature was sufficiently high to assure
greater than 90% dissociation of the F2 molecule. Comparisons between data and theory, Figure 5,
show that the model correctly predicts the peak gain levels and the location at which the medium
enters absorption.

_ _ J",



Nonequilibrium in HF/DF Lasers 144 I

HF Laser with an Axisymmetric Nozzle Array: The HF kinetic rates given in Table 2 were
used in the model to predict the zero-power gain distribution downstream of an axisymmetric
nozzle array. The gains on the v = 1-0 transition did not go into absorption until about 4.0 or more
centimeters downstream compared to the experimentally observed distance of 2.5 or less centimeters.
Similarly, the theoretical prediction for the distance at which the v = 2-1 transition enters absorption
is greater than the experimentally observed distance, Figure 6. Possible sources for the cause in this
discrepancy between theory and data could be due to a combination of errors in estimating the initial
conditions, the mixing rates, the average cavity pressure and the reaction rates. However, calculations
were made for cases where the only difference in the laser conditions was a change in the D2 and H2
species to produce either lasing on HF or DF. It was found that good agreement between predicted
and measured zero-power gain was obtained for the DF laser. Hence, it is likely that the source of
error is associated with the HF reaction rates. With this in mind, theoretical calculations were made
to examine the sensitivity of predictions of the zero-power gain to vibrational-translational deacti-
vation and vibrational-vibrational energy exchange reaction rates. It was found that two types of
modifications to the reaction rates could significantly improve the agreement between data and
theory. The first type of modification required increasing the fast V-T reaction rates for the HF,
DF, and H collisional partners by factors of 2.0, 2.0, and 5.0. The second type of modification,
which gave a better correlation between theory and data than the first modification, was to increase
the rate of V-V exchange between H2 and HF by a factor of 4.0 over the value given in Table 2.
These comparisons between theory and data are shown in Figure 6a. The uncertainty in the V-V
reaction rates is greatest for v > 1; however, the accuracy of the rates for v = 1-0 exchange are known
reasonably well 1 . When the v = 2-1 rates for the H2 -HF exchange increased by a factor of 4.0, the
correlation between data and theory was found to be very poor as shown in Figure 6b. The results
illustrated in Figure 6 lead us to conclude that our current rate model for the HF system is question-
able. Whether the error is in the H2 -HF V-V exchange rate, or in a combination of various rates
cannot be determined from the type of test data examined in this study.

B. Power Spectral Distribution

Rotational equilibrium and nonequilibrium analyses were conducted for the axisymmetric
and two-dimensional nozzle configurations. Comparisons were made between measured and ob-
served power spectral distributions. The power spectra for a two-dimensional combustion driven
DF laser has been shown to be divided between the v = 1-0, 2-1 and 3-2 levels by the percentages

f of 31%, 45%, and 24% distributed over fourteen rotational lines. This result was obtained with an un-
stable resonator with an on axis threshold gain of 0.46% cm-'. Using the rotational equilibrium
model and a Fabry-Perot optics idealization resulted in a prediction in the vibrational power dis-
tribuiton which was in excellent agreement with the data as shown in Table 6. However, the limi-
tation of the rotational equilibrium model is that it results in a prediction of lasing on only one
rotational level for each vibrational level 3 ,4 . Hence, the rotational nonequilibrium model, NORO II,
was used to predict the experimentally observed power spectral distributions. The prediction of
the observed power spectra for a DF laser is shown in Figure 7. It is concluded from the compari- I
son shown in Figure 7 that the model is capable of predicting to within one to two rotational lines,

: :" the major lasing lines and the total number of lasing lines to be anticipated for DF combustion
driven lasers using two-dimensional nozzle arrays.

Predictions were made of the power spectral distributions in a laser cavity down-
stream of the axisymmetric nozzle array shown in Figure 2. The experimental data was obtained
with a stable resonator configuration where the beam was sampled by output coupling through a
small hole located on the optical axis. Two sets of mirrors were used, a 99-99% and 91-76% mirror
reflectivity pairs, to examine the effect of the threshold gain on the spectra. The theory predicted
those lines which contained the greatest proportion of energy to within a single rotational level
for both the high and low reflectivity case. Power was observed on the v = 1-0 and 2-1 transitions
with the v = 1-0 transition containing 56% of the energy for the 99-99% reflective mirrors and 67%
of the energy for the 91-76% mirror pair. The theoretical prediction of the power split between the
v = 1-0 and 2-1 levels was found to be insensitive to the reduced reflectivity, i.e., the predicted per-
cent of power changed from 51% to 50% for the v = 1-0 level. This result indicates that the theory I
predicts a higher degree of saturation than experimentally observed. Comparisons between the
theoretical predictions and experimental data are shown in Figures 8 and 9.

IV. CONCLUSIONS
An investigation was conducted to evaluate the two theoretical models for CW HF/DF

lasers in terms of their ability to predict zero power gain and power spectral distributions. Two



14421 Zelazny el al.

types of laser nozzle configurations were examined - the axisymmetric and slit nozzle arrays. The
main conclusions were:

* The zero power gain for the DF lasers was accurately predicted in terms of peak gain
and location at which the medium enters absorption. These results indicate that the
DF reaction model has no significant shortcoming.

* The HF laser modeling showed a significant shortcoming in our ability to predict
observed zero power gains. The discrepancy between theory and data could be mini-
mized by increasing the V-V energy exchange rate between H2 and HF. These results
suggest that the uncertainty in the HF reaction rate model is significantly greater than
in the DF reaction rate model.

* The rotational nonequilibrium predictions of power spectra for both the HF and DF
lasers are in good agreement with experimental data. Rotational equilibrium models
can not predict lasing on more than one rotational level per vibrational band.
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Table 2a. Reaction Rate Data for H2-F2 Systems, Reactions Involving Generalized Collision Partners
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HIGH GAIN CO CHEMICAL LASER

PRODUCED IN A SHOCK TUNNEL

oM. Tilleman and J. Stricker

oDepartment of Aeronautical Engineering

Technion - Israel Institute of Technology, Haifa 32000, Israel

S Experimental and theoretical results of small signal gain,
in CO chemical laser produced in a shock tunnel, are pre-
sented. Thermal dissociation of CS2 into CS+S is accomplish-
ed by a reflected shock wave. The dissociated products,
diluted in Ar, expand through a supersonic nozzle with an
area ratio of 40 into a combustion chamber. Molecular oxy-
gen is supersonically injected at the nozzle exit. The two
streams mix and combustion takes place in which vibration-Z/
ally excited CO is produced by the CS+O O*(v)+S reaction.

Gain measurements of P 7 (14) line were made at distance'
of 5.5 and 11.5 cm downstream of the oxygen injection point,
with stagnation pressure of 25 atm. Stagnation temperatures
were varied in the range of 2500-46000K and mixtures of

CS2 tAr between 5:95 and 30170 were tested. A maxinum gain
of 8% cm~I was observed for CS2 :Ar2O:80 at stagnation temp-
erature of about 40000K at a distance of 11.5 cm. tA semeupirical model, describing the fuel-diluent ex-
pansion through the supersonic nozzle and the fuel-oxidizer
mixing process, was developed. The good agreement found
between the expe.imental and computational results enables
the utilization of the mathematical model for better under-
standing of the processes involved in laser operation. Max-
imaum gains, in the mixing zone, of 16 and 17%cm- 1 were cal-
culated for v-l2-)ll and v=20-19 lines, respectively. Con-
siderable gain was obtained for v-l0 transition. The cal-
culations indicate that gains remain positive through large
distances downstream from the injectors.

INTRODUCP ION

The conventional Co chemical laser operates on the reaction sequence:

CS 2 + O CS + SO (I

CS + O CO*(v) + S (2

8 + O2- SO + O (3
Fueling the laser directly with CS, which means elimination of reaction 1, has
the advantage of a reduced oxygen atoms requirement. The CS fueled 9O7 lasers
have been studied extensively, both theoretically and experimentally "

4~_ __ _ _ __ _ __ _ _
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1-2
Jeffers, et al. demonstrated the effectiveness of a CS fueled laser over a
similar CS fueled laser. The CS was produced by dissociation of CS2 in a
microwave iischarge, which could supply a limited amount of CS. The require-
ment of oxygen atoms supply and the low values of CS:CS2 obtained (0.5)
limited the laser performance. The development of a thermoelectric CS gas
generator enabled the laser operation with CStCS2 values up to 1.6 and with
reduced atomic oxygen supply. Maximum output power of about 94W, maximum
specific power of 67 kJ/lbm and maximum small signal gain (s.s.g.) of 1.3%c3 -

were obtained.

In 1978, Richardson and Wiswall 3 - 5 first operated a supersonic combustor-
driven chemical CO laser. In this laser, the combustor is fueled with NF -

CH -H -CS and produces a mixture of CS2 ' CS and S with side products of AF
anA W. The mixture is supersonically ixed with 0 . Due to the high values
of CSTCS2 and S/CS achieved (5 and 0.05 respectively), 0 atom supply was not
necessary; the chain reaction between CS and 0 was initiated by S atoms.
Maximum power of 700 W with specific energy of 2 4.5 J/gr was obtained. A
comparison between the power observed and power predicted by a computational
model, indicated that the laser performance could be greatly improved by
eliminating the presence of the HF molecules and by further increasing both
CS/CS2 and S/CS ratios.

This work presents an experimental and theoretical investigation of a
gasdynamical-driven CO chemical laser operated with very high CS-to-CS and
S-to-CS ratios. Diluted in argon, CS2 is thermally dissociated by a reflected
shock wave in a shock tube. The dissociated products are preserved by super-
sonic expanding through a nozzle into a combustion chamber where molecular
oxygen is supersonically injected. The numerical model developed describes
the fuel-diluent mixture expansion through the supersonic nozzle and the super-
sonic mixing. The model includes chemical reactions, vibrational-rotational-
translational (V-R-T) energy transfer processes and radiation emission. Since
a precise modeling of the mixing zone is very complicated a simplified semi-
empirical approach was adopted.

EXPERIMENTAL

The pressure driven shock tube has been described previously in Ref. 8.
The tube, 8 cm I.D., ends with a two-dimensional contoured supersonic nozzle,
shown schematically in Fig. 1. The nozzle, of 0.8 mm throat and area ratio of
40, is separated from the low pressure chamber by a thin Mylar diaphragm which
bursts upon arrival of the incident shock wave.

Fig. 1. Schematic
description of the main

% and injection nozzles
(lower part of the

Gfigure).

NOZZLE
IMOAA

5-S(VLt



CO Chemical Laser (4491

Three pairs of 5 cm I.D. ports are located on the nozzle side walls at
distances of 28, 88 and 148 -m downstream of the nozzle throat. In the first
pair, two convergent-divergent injection nozzles, shown in Fig. 1, are install-
ed. The throat of the injection nozzle is of 1 mm width and of a height equal
to the main nozzle outlet height. The divergent section of the injectors
open with a constant angle of 200 to area ratio of 3 at the exit. The nozzles
are inclined to the tunnel axis by an angle of 200. The second and third
ports serve as windows both for gain and for lasing experiments. A pair of
8 x 10 cm crystal glass windows, shoun in Fig. 1, are mounted on the upper
and lower walls of the constant area chamber following the nozzle. These win-
dows were used for schlieren measurements and combustion layer photography.
The main nozzle is exhaused into a 500 liter dmp tank.

The single-mode single-line electrical CO probe laser as well as the
experimenta4 set-up for small signal gain measurements have been described
previously.

Shock speed measurements were made by means of two platinum films located
at a distance of 10 and 50 cm from the end of the low pressure section. The
gauges are connected through a pulse amplifier to a counter. Stagnation
pressures were measured with a Kistler 603A piezoelectric transducer, located
close to the end of the low pressure chamber. The high pressure is achieved
both by the reflected shock wave and by the exothermic dissociation of the
CS2 . The pressures were also calculated by solving the shock conservationA ' and the thermochemical equations. The agreement between measurements and
calculations was within 10%. The stagnation temperature was determined from
the same calculations.

Prior to each experiment the shock tube was evacuated to 10 torr andf t the nozzle and dump tank to about 0.1 torr. After the CO electrical laser
was tuned to a selected line, the low pressure chamber was filled up with a

-, prepared testing mixture. Finally, the oxygen jet supply was actuated and
the high pressure chamber was continuously pressurized up to the bursting
pressure of the diaphragm.

The materials used in these experiments werez Herzlia Argon 99.5% pure,
Merck CS2 99.5% pure, I.B. Miller 02 and N2 99.5% pure. Airco pure helium
was used as the driver gas. The materials were dry and contained impurities
of N2 and 02 in atmospheric proportions.

NUMERICAL MODEL

In this section the numerical model is briefly presented. A detailed
description of the model and further computational results are given in
Ref. 6.

The model describes the expansion of the CS/S/Ar mixture through the
supersonic nozzle and the mixing between this flow and the injected oxygen.
The model includes chemical reactions, V-R-T energy transfer processes and
radiation emission processes occurring in the mixing region. In the present
analysis each of the 20 CO vibrational levels considered is treated as a
separate species, in rotational equilibrium. Since the precise modeling of
the mixing zone is very complicated, a simplified semi-empirical approach was
adopted. The boundaries of the mixing zone as well as the effects on the main
flow of the injected oxygen have been determined experimentally. The size ofthe mixing zones was measured directly by photographing the combustion zonal
a typical picture is shown in Fig. 2. In the figure the light area shows the

luminous reaction zones where the dark area represents the flow region of the
unreacted fuel.

The overall effects of the shear layer, separating the fuel and oxidizer

eJ
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flows and of the oblique shock waves resulting from flow compression, were
estimated by measurements of the variation of the main flow Mach number down-
stream from the injection points. This was done by measuring the angles of
oblique shock waves generated in the flow by a two-dimensional wedge inserted
into the test section. The shock waves were visualized by schlieren photog-
raphy. These measurements were performed with either N2 of Ar in the main flow
(so that no chemical reactions occur) and repeated with different oxygen injec-
tion flow rates.

Fig. 2- Photograph of
combustion layer. Stag-
nation conditions: 41000K,
27 atm., CS2 :Ar = 20:80.

WINDOW 1 WINDOW 2

Calculations of the mixing zone properties were based on the following
assumptions:

(i) The flow is uniform on planes transverse to flow axis.

(ii) The unreacted flow region is divided into a number of stream layers.

& It was assumed that on crossing the mixing zone boundaries, each of the
streams mix instantaneously with the reacting flow in the mixing zone.

(iii) The new stream quantities are determined by integrating the general-
ized one-dimensional flow equations (including heating and area
variations), simultaneously allowing chemical reactions, V-V and V-T
energy transfer processes and spontaneous emission.

The computed quantities, i.e., temepratures, pressures chemical composition
and vibrational-rotational distribution of CO molecules, were used for s.s.g.
calculations. Average s.s.g. values, over the whole optical path of the probe

laser, were also calculated to ccmpare directly with experimental results.
Details of chemical reactions considered, chemical rate constants, V-V and V-T
energy transfer and spontaneous emission rates are given in Ref. 6 and 8.

RESULTS AND DISCUSSION

Gain measurements were made at a distance of 11.5 cm downstream from the
02 injection points, at window number 2, for P 7 (14) line corresponding to
X-5.1886 Um. The small-signal gainy , was determined according to:

1
y -, in(I/Io)

where L is the nozzle width, I is the incident intensity of the probe laser

and I is the instantaneous lasgr intensity during the test. All experiments
were performed with a stagnation pressure of 25±3 atm. and with a CS2 :02

2 2t
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volumetric ratio of 1:1. It has to be emphasized that the measured gain
coefficients are average values over the mixing non-zero gain regions and the
unreacted-fuel zero gain region.

Fig. 3 shows s.s.g. variation of P7 (14), as a function of stagnation temp-
erature, for different CS2 :Ar concentrations. The figure indicates a fairly
good agreement between experimental and calculated results. Maximum gain of
I2% cm-1 was observed at stagnation temperature of 45000 K for CS2 :Ar = 5:95,
x6% cm-I at 4!00*K for CS2 tAr - 10:90, "7.5% cm-1 at 3900 0K for CS2 :Ar = 20:80
and ".7.5% cm at 34000K for CS2 :Ar = 3070. Two competing effects, resulting
from increasing stagnation temperature, are responsible for these maxima. on
the one hand, high temperatures enhance formation of excited Co by accelerating
the chemical reactions, while on the other hand, as temperatures rise, de-
excitation of vibrationally excited Co by collisions becomes more and more
significant.

* - 0 TOOC Ig

4 CALC-

• Tst . 3500- K

°0 oI EoP 0

- 2-00 0-0

1 _ --AL

i0p 8 T.T.500

00 
0

3000 0 -. S0

Fig. 3: Small signal gain of P7 (14) Fig. 4. Small signal gain of P7 (14)
line vs. stagnation tempera line vs. initial CS concen-
ture for CS2 tAr = 5:95, 10-90, tration for Tst = 3600, 3500
and 30t70. 4000°K.

Fig. 4 shows experimental and theoretical gains for P7 (14) vs, initial
CS2 concentrations. Results are shown for three values of stagnation temper-
aturest 3000, 3500, and 40000K. This shows that up to CS2 concentrations of
about 25% gain increases, whereas for larger values of CS2 concentrations a
sharp drop in s.s.g. occurs. Maximum gain of 8% cm-1 was observed for CS :Ar

20:80 at the stagnation tempelature of 40000K. This value is relatively very
high for CO chemical lasers2 ,3,7. In the low CS2 concentration region, gain
rises since the more CS2 available the more CO is produced. The sharp drop
in gain at higher CS2 concentrations is caused by two effects: a) Enhanced
CO vibrational relaxation due to increase in COS and SO2 concentrations,while
Ar concentration is being reduced (COS and S02 are known as very efficient
vibrational energy relaxing molecules). b) The enhanced vibrational relaxation
process affects the flow over longer distances downstream of the injectors
since the consuuption of CS (or formation of CO) becomes very fast and is
coupleted cu.#se to the oxygen injectors.

U.s g. profiles for CS2 %Ar - 10:90 and different stagnation temperatures
are shown in Fig. 5.

'II
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P.2, .m CALC SMALL SIGNAL GAN
)..5S MaS IL AVERAGE

Cs AT. 10 w IN COMBUSTION LAVER -- -
tOP *

TSt '4000-K / - -
'

/

/

2 - Fig. 5: Small signal gain of P7(14)

0 , . line vs. distance along the
nozzle. The oxygen inject-

T 1 .3oo- . . ors are located at x-O.

4 , sThe solid lines and the
broken lines represent

. 2 theoretical results for

average gain and combustion

Tol .10 -K zone gain, respectively.

t & e 12 Klei)

rThe solid lines present, as before, the calculated average s.s.g. while the
broken lines show the calculated ss.g. in the combustion layer. The experi-
mental results shown in the figure are measured at distances of 5.5 and 11.5

ocm downstream from the injectors. From the figure it can be seen that boththe average gain profile and the combustion-layer gain profile reach a

maximum. The higher the stagnation temperature the shorter the distance where
the maximum occurs. Once the maximum is reached the relaxation of gain is
quite slow.

I The quantitative good agreement found between the numerical and experi-
mental results suggests the use of the model for additional investigation of
gain mechanism6 . Fig. 6 shows calculated maximum gains (with respect to

rotational levels) vs. vibrational level at various locations downstream of
the flow.

Fig. 6. Calculated maximum gains" F. (with respect to rotational

levels) vs. vibrational

S/ level at 12 and 15 cm down-
All1 stream from the injectors.

I T t 4000-K, Pt -25 atm.,SCSs:Ar-595; -. 10:90

I -l

•2 ,30:70 and ... 60:40.
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The curves shown are those calculated in the combustion zone. It is seen
from the figure that very high gains are attained further away from the
injectors, mainly for v-8-14. It is interesting to note that significant
gains are also obtained in the 1-0 transition for CS2 mole fractions of 10-30%.

SUMMARY

The main results of the present investigation are as follows:

a. High gains were measured for stagnation temperatures of 3500 to
40009K and for CS2 :Ar concentrations of 20:80 to 30:70. The maximum
gain observed for P7 (14) line was 8% cm-1 at Ts3800*K and CS2:Ar =
20:80. Gains of the order of 16% cm-1 were calculated in the
combustion zone for v-12-11 and v-20-19 transitions.

b. The existence of relatively high gains through large distances down-
stream of the 02 injectors, indicates that the excited CO molecules
undergo quite a slow relaxation. This makes the CO chemical laser
attractive compared to the HF chemical laser9 .

c. The fairly good agreement between experiments and calculations
indicates that the set of chemical rates and energy transfer rates
used in this study is quite accurate.

d. Significant gains were calculated for v-140 lines.
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SHOCK/LUDWIEG-TUBE DRIVEN HF LASER

David A. Russell and George W. Butler
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'A laboratory facility has been constructed for study of the
highly-coupled cw HF/DF chemical laser. F2/diluent oxidizer
gases are heated at the end wall of a rectangular shock tube
and expanded through a screen nozzle to the test section.
Unheated H2 fuel is simultaneously supplied to the screen
nozzle from a Ludwieg tube. The supersonic streams mix and
react downstream, and multimode power is extracted by a

Ma simple cavity. The power is repeatable and shows some
agreement with a quasi l-D model under development. Operat-
ing features and capabilities of the facility are discussed,

Aand its usefulness for systematic study indicated.

INTRODUCTION

£ The HF/DF chemical laser is one of the most powerful cw systems known,with
a maximum vibrational energy storage of 2(10) 3 J/gm of initial F2 burned in the

.cold reaction. The F2 oxidizer and H2 or D2 fuel are typically expanded in
separate streams, and mixed and reacted to produce a population inversion in
the product state. Supersonic expansions are used to control the upstream ex-
tent of the reaction, to provide proper lasing conditions, and to rapidly re-
move waste heat and deactivating products. The buildup of the latter limits
the axial extent oF the lasing zone and leads to the use of fine-scale multi
(screen) nozzles. These in turn introduce boundary layers, wakes, base regions,
and flow-turning shock-systems into the shear layer environment. The layers
thus have complex initial and external flow sources, in addition to beinq
transitional in nature. Energy release within the layers causes a displacement
effect leading to a system of "reaction shock-" that further modify the enter-
ing gas. The energy release is large; indeed, extra gas flow and/or cross-
sectional area relief are needed to prevent choking. The kinetics of the las-
ing process are thus intimately coupled to the fluid flow.

A recent paper (ref. 1) provides an exceilent overview of the actual per-
formance of the HF/DF chemical laser. State-of-the-art lasers are complex tobuild and expensive to run, while theoretical modelling will usually lag behind
physical insight. This paper discusses a laboratory facility for studying the

HF/DF laser that is flexible, safe, and inexpensive to operate. The facility
was first reported at the previous symposium (ref. 2). The present paper up-
dates that work to include power extraction measurement from a screen nozzle
designed for the study of shear layer performance. The facility, screen nozzle,
and optical system are describei in the next section, followed by a discussion
of operating conditions and test times available. A section on methods then

.. ....
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Figure 1. Shock/Ludwieg-tube facility (insert shows screen nozzle schematic)

precedes one on typical measurements. Finally, there is a discussion of shear-
layer power output, in which a quasi 1-D model currently under development
(ref. 3) is used to aid interpretation of the measurements.

4i THE FACILITY

j General Description

forFigure 1 shows the shock/Ludwieg-tube facility in the configuration used

for the present study. The gas mixture containing the oxidizer is shock
heated in the 5x20x750 cm tube. Reflection of the shock ruptures a thin pre-
scribed Al diaphragm and the partially dissociated gas expands through the I
screen nozzle to a 5x20x9O cm long test section. Unheated fuel is simultane-
ously supplied to the screen nozzle and test section from the 7.5 i.d. x600 cm
Ludwieg tube. Synchronization is accomplished by using a double diaphragm to
start the shock tube and an electronically delayed, solenoid-operated cutter
to break a Mylar diaphragm in the Ludwieg tube. The supersonic fuel and oxidi-
zer streams mix and react downstream of the nozzle and exit to a 2.5 m3 dump
tank. Beginning at a juncture at 10 cm, the top and bottom walls of the test
section are diverged at 1/40 to compensate for turbulent boundary layer growth.
The driven tube, screen nozzle and test section are constructed of aluminum,
the driver and Ludwieg tube of stainless steel. Regular buna-N "0" rings are
used throughout.

A screen nozzle was manufactured with individual 100 conical half-angle
expansions of area ratio 10 and exit diameter of 0.5 cm. Ten degree conical
relief was applied to the subsonic side, leaving throat regions one throat- I
diameter long. The expansions are close packed in the nozzle, with column
spacing ff 0.45 cm resulting in an effective downstream base-to-exit cross-
sectional area ratio of 0.10. The ten oxidizer expansions in each column are
fed directly by the shock tube, whereas the nine fuel expansions in adjacent
columns are connected through a manifold to the Ludwieg tube (see insert). An
extra fuel column is provided next to the side walls to reduce window etching;
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altogether the screen nozzle produces 42 equivalent 2-0 oxidizer/fuel mixing
layers downstream.

Piezoelectric pressure transducers are used to time the initial shock
wave, and to measure the pressure 8.3 cm upstream of the screen nozzle and in
the fuel manifold. Figure 2 is a schematic of the cavity showing its major
components. Two 5.5-cm i.d. xO.6-cm thick CaF 2 flats were fitted to the test-
section side-walls with 0-ring seals and a metal mask to provide 2-cm high rec-
tangular windows which extend 4-cm downstream of the screen nozzle exit. The
optical cavity is formed by a 5-cm dia 10-m Au-coated mirror and a 5-cm Ge-flat
output coupler separated by -.75 cm. Power output is focused by a 10-cm CaF2
lens to a -.0.5 cm spot size on the face of a Gentec ED-200 pyroelectric calori-
meter. A fast-response PbSe photo-conductive cell is offset to receive a re-
flected signal from the calorimeter face in order to monitor the temporal be-
havior of the output. The entire optical system is isolated from the shock
tube on a translating platform suspended from the laboratory ceiling.

Operating Conditions

The reduced cross-section driver and a square cross-section diaphragm re-
ceiver/transition section cause secondary waves upstream of the contact surface
with predicted real-gas shock-tube performance as shown on Figure 3. Here P4
and Pl are the initial driver and driven tube pressures, while P01 and T01 are
the oxidizer total pressure and total temperature after shock reflection. The
solid lines indicate P4/PoI values while dashed curves represent P4/P1 . The

calculations (ref. 4) were for N2 driving into a mixture of 5% F2 in A, and for
He into 5% F2 in He. With the exception of pure A honesty runs, these were the
gas combinations used for the present study. P0I was chosen at a nominal 2.8
atm for the A and 1.5 for the He gas mixtures, with nominal Tol of 1100°K and

1200 0K in A and 11000K in He. The ac-

FLAT MIRROR tual P4 required was found to be -2
times that given by the figure, the
difference presumably due to viscous

e O losses. Note that higher values of
-T01 could exceed gas bottle and driver

pressure capability, requiring use of
a lighter driver gas and/or more effi-
cient geometry. The Ludwieg tube was
unheated and thus operated at a nominal

__--_ T02 of 3000K. It was filled with a
C0F2 WINDOW- pure H2 fuel at an initial pressure

(essentially P0 2) of 2.7 and 1.0 atm
for the A and He diluent oxidizers, re-

FLOW<= I spectively. This resulted in calcula-
SCREEN NOZZLE I. ted mixed nozzle-exit fuel-to-oxidizer

static-pressure ratios of 1.9 and 1.1.
CoF2 WINDOW - - Wave diagram calculations predict

a nominal shock-tube test-time of 0.2
L/ai before a re-reflected wave from

;i the contact surface arrives at the end
wall. Here L is the length of the dri-

______ ven tube, and ai the speed of sound ine FLAT ,its initial gas charge. The wave is a

COF 2 LENS relatively strong shock and It reflects
back and forth some 5 times to more

POWER METER than double P01 before the test gas is
exhausted at ,I.0 L/ai. The secondary

CALORIMETER waves in the driver gas are compara-
tively weak and are not expected to
contribute significantly to this pro-

Figure 2. Cavity optics cess. The test gas slug is %0.3 L___
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Figure 3. Shock-tube performance; solid lines P4/PoI, dashed
P4/PI (A4/AI =0.44; Adiaph/Al =0.26; Aextract/Al = 0.05;4 XF2 = 0.05; Tl = 300*K)

long, and expands to a length of -I.4 L after passage through the screen
nozzle. Viscous effects (ref. 5) are calculated to reduce all of these times
and lengths by a factor of .2. The test time for each pressure plateau in the
Ludwieg tube is -2.0 times the L/ai appropriate to it. Nozzle and cavity
starting times are expected to be short compared to the test times available.

The optical cavity has a Fresnel number of .40, and thus should operate
multimode with the full gas volume participating. It was nominally centered
1.2-cm downstream of the nozzle exit for the A-runs and 1.4-cm for the He-runs,
this being midway between the power on and off points given by calculation
(ref. 3) to be discussed later.

EXPERIMENTS

Methods

Commercially-prepared oxidizer mixtures were used which had HF impurity
listed as 0.2% of the F2 present. The A and He diluents and the H2 fuel were
stated pure to within 10 ppm, except for He in the H2. The tubes and dump tank
were pumped through LN2 cold traps to -.10- 3 and ulO -3 torr respectively. For

* most of the runs the oxidizer was processed through a commercial HF trap and
the fuel thr" -h a LN2 cold trap. Outgassing rates of 1p/hr were maintained
for the tubes -nd for the dump tank by minimizing time open to the atmosphere.
The shock tube and screen nozzle were carefully passivated to insure against
F2 depletion to the walls. By storing no more than 1Oz at of F2 in the lab-
oratory, a minimum of 10 ppm HF worse-case spill standard could be met.

The optics were aligned prior to each run using the HeNe laser reflected
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through the 2-mm hole in the 10-m mirror (Figure 2). The optical table was
first adjusted so that this beam passed through the same location on each CaF 2
window. The Ge-flat was then adjusted to center the reflected spot back on the
laser exit pinhole. A mylar film placed in front of the flat would then show
an image of the 2 mm-mirror hole. Alignment was completed by adjusting that
mirror to center the image on the main reflection. The calorimeter was calibra-
ted using a cw HF laser, a cw power meter (Coherent Radiation Laboratories Mo-
del 201), and an electronic shutter. Measured response was 12 V/J±10%, with no
dependence on pulse length detectable for power on times up to 2(lo)- 3 sec. The
transmissivity of the combined Ge flat and CaF 2 window was measured to be 0.31.
Assuming 59% reflection and 10% absorption, with 95% reflection and 5% absorp-
tion at the mirror, the power fraction coupled out was calculated (ref. 6) to
be 0.71.

An accelerometer at the double diaphragm station was used to provide a de-
layed signal for the Ludwieg tube cutter when A-diluent test gases were used;
however, it was found necessary to delay directly from the double-diaphragm so-
lenoid signal for the He-runs because of the increased speed of the shock wave.
Facility operation was very repeatable. The use of substantial over pressure
and impulse typically resulted in clean diaphragm breaks, with measured shock
speed variation for a given run condition <0.5%.

*Measurements

Representative plenum pressure traces are shown on Figure 4. The left-hand
figure is from an A-diluent run, the right-hand a He-run. Note that both Lud-
wieg tube (P02) pressures exhibit a 9(l0)-

3 sec plateau before return of the
expansion, in agreement with the predicted 2 L/ai. While the amplitude is re-
duced for the He-run in proportion to the initial charge pressure, the traces
are identical in character.

The figure shows initiation of the oxidizer flow just past the midpoint of
the fuel flow in both cases. Expanded scale traces of Pol show the initial
jump is followed by a substantial dip before the approximately constant level
is established. This dip is due to the diaphragm opening process and its
effects may carry through to the power traces as discussed below. The POl pla-
teau lasts for 2-3(10)- sec (-O.l L/ai) for the A-run, after which compression
waves from the shock interaction with the contact surface reflect back and forth
to double the pressure by the time the unad.lterated test gas is exhausted. This
is expected at l0-15(lO)- 3 sec (%0.5 L/ai), and it is followed by the arrival of

---Po,- --

01 >

> Pot0

---I I-s(,o) .. I--I ,o-
5. (-10)_3 sec -. -5(i)f3 sec

Figure 4. Representative plenum pressure histories (To1  1100*K; left
traces for A-diluent, right for He-diluent)
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the reflected driver expansion-wave and subsequent reduction of Pol. The ini-
tial speed of sound is increased by 2.7 for the He-run, reducing the initial
oxidizer plateau to -10 -3 sec. Strong reflections follow which raise POl by a
factor of 4 before the expansion wave returns from the driver, these events now
also occurring at a compressed time.

Open-shutter chemiluminescent photographs have been taken looking down on
the cavity flow (ref. 2). These show orange light from overtone HF emissions
produced by the burning of the H2 and F in each shear layer. The layers remain
distinct and separate for this screen nozzle, and the 42 burning interfaces are
clearly visible.

Figure 5 reproduces PbSe detector power traces taken during the runs of
Figure 4. The vertical scale was calculated by equating the integral of the
profile to the calibrated calorimeter output. Note that substantially more po-
wer is produced for the He-diluent case. The power typically starts with a
spike. This is most likely due to an initial burst of oxidizer accelerated
through the nozzle as the shock-tube diaphragm opens, but it may also be asso-
ciated with a burning-front starting-process in the cavity. Figure 5 shows
that the interval associated with it scales inversely with ai, as would be ex-
pected in either case. The spike is followed by a power pulse of a duration in
approximate agreement with the POl plateau. Indeed, earlier cavity wall-

k pressure measurements clearly identify the start of the rapid pressure rise with
the power fall off. While model calculations (ref. 3) predict total power in-
creases as the POl and TOl rise, the width of the lasing zone in the flow direc-
tion is expected to decrease by over a factor of 4. As discussed below, this
could explain the rapid power fall off.

Honesty runs for which pure A was substituted for the oxidizer mixture pro-
duced no power. Further, no effects of increased gas purity, i.e., use of dif-

Afusion pumps, repassivation or double flushing before a run, were evident.
While no direct check of F2 content was available, runs with separately ordered
bottles and with a locally mixed bottle showed no mixture trends. F2 dissocia-
tion in the shock-heated gas was calculated to have characteristic times on the
order of 10-4 sec, so that equilibrium chemistry predictions were considered va-

Ulid. A concern about possible backflow of fuel through the oxidizer nozzles
prior to shock-tube diaphragm burst led to experiments in which the cavity and

dump tank were initially filled to lO torr with pure He. While starting pro-
cesses were sped up for the A-runs, there was no effect on overall performance.

4 k-(,o)-3sec -4- k(o)-sec

Figure 5. Representative power histories (runs of Figure 4)

.- ... ... _. ... ... .
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The location of the cavity center was found to be important when the las-
ing zone was predicted to be of small axial extent. In such cases mirror cur-
vature could cause the beam to wander from the gain path into a high-loss re-
gion of the flow. This was particularly true for the higher temperature A-runs
where the combination of fast kinetics and low velocities reduced predicted la-
sing length to a small fraction of a centimeter. Avoiding uncertainties asso-
ciated with such narrow gain regions, power repeatability appeared to depend
primarily on the precision of cavity alignment.

DISCUSSION

The calibrated power output from runs such as those of Figure 5 was divi-
ded by the number of shear layers (42), by the cavity height (2 cm), and by the
fraction of power outcoupled (0.71) and plotted on Figure 6. TO1 was obtained
by real-gas calculation from the measured shock velocity and pressure ratio,
Po/P 1 . There is some uncertainty in the data due to errors in integrating the
power curve and losses and calibration error in the calorimeter. Thus accuracy
of the order of the symbol size is expected. Some low power runs with erratic
power profiles have been excluded. The scatter of the data on Figure 6 is a
maximum of ±25% from the mean at each of the three nominal run conditions.
There is a trend toward increased power with Tol for the A-runs, while the He-
runs show over an order-of-magnitude increase in power output.

Calculations by a new quasi-l-D model of the HF laser are shown for com-
parison on Figure 6. This model (ref. 3) includes non-ideal expansion losses,
base flow regions, exit pressure imbalance, and entrainment into layers that
grow linearly until merging, and have instantaneous mixing and heat release.
The lasing model of Broadwell (ref. 7) is used, which assumes three excited
vibrational-states for HF with rotational levels in translational equilbrium.
Reservoir inputs to the calculation are the fuel and oxidizer compositions
and values of P0 and TO; expansion inputs are the wall angles, exit diameters,

and area ratios of the
1- expansions, a wall recom-E O! bination parameter, and

U the base area; and fin-

- ally, cavity parameters
are the 2-D height of
the base flow recompres-

I... sion zone ana its axial I
X location, the degree of
I-_ base flow combustion, the
m He+50/6 entrainment half angle,and the ratio of entrain-

-00 Oment angles of the two
IWl streams. For the present
tcalculations recombina-

tion was neglected, the
recompression zone height

<4 and axial location taken
SA A+ 50/6 -2 to be 0.1 and 1.5 times

the effective 2-D base
width respectively, base
combusion was set to zero,

W 0 the entrainment half an-
t 0 I gle to 0.50, and the ra-
10. 1 tio of entrainment angles

010 1000 1500 2000 to 1. 2
ToI (°K)

Figure 6. Closed cavity power (comparison with
theory of reference 3).
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Increasing TO1 increases the dissociation of F2 which approaches 90% at
1500'K. The laser runs primarily on the cold reaction (F+H2 1 HF*+H) with an
overabundance of fuel present. Thus power depends strongly on the concentra-
tion of F. Although the pumping rate constants increase with T, the increased
local concentration of ground-state HF enhances deactivation and begins to re-
duce power at higher TOl. The mass flux difference between the oxidizer and
fuel streams results in large mixing losses when A-diluted oxidizers are used.
These losses increase local T and P, and thus speed up the reactions and shut
off the process before much gas can be entrained into the shear layer. Heavier
oxidizer mixtures travel slower and this also compresses the lasing zone. The
predicted effects are large and are seen to be more than borne out by the ex-
periments.

While all fluids-related parameters can significantly influence laser per-
formance (ref. 3), the entrainment angle is particularly important. Increases
in this quantity move the laser towards premixed performance, reducing the rel-
ative importance of deactivation collisions and allowing larger nozzle scales
for efficient use of the flow cross-section. Lasing is predicted to turn on at
-l expansion exit diameter downstream and turn off at %5 diameters or 2.5 cm
for the conditions of the He-runs. Less than 10% of the available gases will
have been entrained by this distance downstream. The shear layers are thus far
from merged by the time lasing is completed. Changes in the entrainment rate
should, therefore, directly effect the total power or power-per-shear-layer on
Figure 6.

While the 0.50 used is reasonable (ref. 3), it was chosen only as a
first approximation. Indeed, the layers are most likely laminar in. nature, re-

:i j quiring a parabolic rather than linear entrainment rate in the calculation.

: Further, the growth rate of a laminar He-diffusion layer is almost double that
erfor A. These facts may partially explain why the He-diluent prediction is a~factor of '-2 below the experiments while that for A is almost a factor of 2

above. Various attempts to enhance the mixing through increased diffusion-
layer surface area have been reported in the literature.

j - It is concluded that the present facility provides a versatile and inexpen-
sive means of exploring the fundamentals of cw HF/DF laser performance over aI wide range of conditions and configurations. Preliminary power measurements
have been repeatable to ±25%, and it is expected this can be increased with re-
finement of timing and alignment procedures. Converting to tailored operation
offers the prospect of 4-5 times larger test times. Further work is needed oncavity positioning, particularly when narrow lasing zones are predicted, before

a systematic study is undertaken of shear layer mixing enhancement and other
fluid phenomena important to this laser.
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DETERMINATION OF ABSORPTION COEFFICIENTS IN SHOCK

HEATED PROPELLANT MIXTURES FOR LASER-HEATED ROCKET THRUSTERS

1Robert H. Krech and Evan R. Pugh

Physical Sciences Inc.

Woburn, MA 01801

0A series of shock tube experiments were performed to deter-
mine the temperature dependence of the absorption coeffi-
cient of water vapor at high temperatures on the P(16),
P(18) and P(20) 10.6 p CO2 laser transitions. Measure-
ments were made behind both incident and reflected shock
waves encompassing a temperature range from 600 K to 3700 K
at pressure from 1 to 40 atmospheres in 2, 5, and 10 mole
percent water vapor in argon gas mixtures; a limited num-
ber of runs were conducted using 10 mole percent mixtures
of water vapor in hydrogen or nitrogen. Conditions at I
several temperatures were sufficiently varied to investi-
gate the effects of broadening on the absorption coeffi-
cient. Within the narrow spectral range from 944 to 948/c W',

covered in the measurements, no significant variation
in the absorption coefficient was observed as a function
of laser wavelength, water concentration, total pressure,
or collision partner T-These observations suggest that the
water lines are sufficently broadened to act as a con-
tinuum absorber under conditions to be found in a laser-
heated rocket thruster. The measured laser high temper-
ature absorption coefficients are 50 percent lower than
the value obtained from the Ludwig empirical curve fit
to low resolution data.

INTRODUCTION

A laser-heated rocket-thruster converts laser energy, beamed from a re-

motely stationed laser, into thrust by using the laser radiation to heat the
propellant. This technique provides a distinct advantage over conventional
chemical rocketry by yielding a high specific impulse (greater than 1000 s-1)

vs. approximately 500 s-l for chemical rockets) at high thrust levels (poten-
tially greater than 1000 lb); however, significant technological advances in
the design and development of high power laser facilities, pointing and track-
ing systems, and collection optics will be required before laser-heated thrus-
ters leave the laboratory. Either pulsed or continuous wave (CW) lasers can
be used as the radiation source. To obtain the highest specific impulse for
a given temperature, hydrogen is the propellant of choice. A 10.6 micron
CO2 laser is a potential candidate as the source of the laser radiation.

The only absorption mechanism for pure hydrogen at this wavelength is in-
verse bremsstrahlung, which requires the presence of electrons. Ionization of
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the hydrogen and the production of electrons is initiated only at temperatures
between 7000 K to 11,000 K, depending on the pressure. Thus, pure hydrogen
must be heated to absorb the laser energy.

In a pulsed laser propulsion system, this heating is accomplished by focus-
ing the laser beam to create a laser-induced breakdown. The hot, rapidly ex-
panding plasma drives a laser-supported detonation (LSD) wave into the sur-
rounding cool hydrogen. This gas is heated to extremely high temperatures
(around 20,000 K), ionizes, and the electrons generated behind the LSD wave
absorb the laser energy to sustain the propagation of the wave. The propaga-
tion of the wave continues until the intensity of the laser beam drops below
the level required to sustain the wave or until the pulse ends. The heated
gas then expands in the rocket nozzle creating thrust. Laboratory scale proof
of concept experiments at 10.6 y yielding specific impulses over 1000 s-1, have
been conducted at PSI and have demonstrated the feasibility of this system.

5 ,6

CW laser-heated thrusters with pure hydrogen propellant operate in a sim-
ilar manner. In this thruster, when laser radiation is focused into a plasma,
a laser-supported combustion (LSC) wave is created. If the gas flow velocity
into the thrust chamber is matched to the wave velocity, then a stationary
"flame" front is created. Hydrogen passing through the flame front is heated
and ionized. The electrons generated by the ionization absorb by inverse
bremsstrahlung, and sustain the wave. One problem with this type of thruster
is that there may be severe radiative heating of the chamber walls by the
stationary 20,000 K plasma. Seeding the hydrogen with an easily ionizable sub-
stance, such as cesium, has been proposed as one method to lower the operating
temperature of the thruster and therefore reduce the heat load on the walls.
If the hydrogen is seeded with a molecule that absorbs at low temperatures
then the system is simplified. First, no LSC wave need be sustained to heat
the hydrogen, allowing greater flexibility in the setting of gas flow rates.
Second, and perhaps more important, the operating temperature is substantially
lower and thus the heat load on the chamber walls is reduced. The problem is
to find a low molecular weight, low temperature absorber that will not decom-
pose to any significant degree below 3500 K to 4500 K, the temperature range
of a thruster operating with specific impulses between 1000 s and 2000 s-1.

'Water and/or ammonia have been proposed as possible candidates for ab-
sorbers at 10.6 p. Water is particularly attractive since significant dis-
sociation does not occur until the temperature exceeds 3500 K. Low resolution,
broad band spectra of water vapor in flames indicated that the absorption co- I
efficient at high temperature near 10.6 p would be acceptable for a thruster.
However, the high energy levels in the water molecules are not well known; thus
it was necessary to conduct measurements on the 10.6 p laser transitions P(16),
P(18), P(20) found in high power CW CO2 lasers to determine if there was any
wavelength dependence on the absorption coefficient.

EXPERIMENTAL

The experimental absorption voefficient measurements were performed behind
both incident and reflected shocks. The shock tube has a five foot long by
1.5 inch i.d. driver and a 15 foot long by 1.5 inch i.d. driven bection. The
optical measurements are made through anti-reflection coated zinc sulfide win-
dows mounted one inch from the end wall in a five foot long by 1.31 inch square
test section coupled to the driven section with a three inch long constant
area transition piece. Shock pressure is measured by four piezoelectric trans-
ducers located at one foot intervals along the test section. The shock velo-
city is determined by the time of arrival of the shock wave at successive
stations. The last transducer is located at the optical port to allow for a
direct correlation of the optical signal with total pressure.

The shock heated gas mixtures consisted of 2 to 10 mole percent H20 in
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either Ar, H2 or N2 . Extreme care went into the preparation and loading of
the water vapor/gas mixtures to insure that the H20 would not condense out and

change the gas composition. The tube and all associated hardware were main-
tained at 320 K to permit the loading of up to 0.1 atm of H20 vapor without
condensation. (In actual practice, no more than 0.05 atm of H20 vapor was
loaded into the system.) Fresh gas mixtures were made for each run. The sys-

tem was evacuated only to a vacuum of 1-10 V to avoid removing the monolayer
of water on the walls. Typically, the system was exposed to water vapor by
filling and evacuating the tube several times just prior to the final fill be-
fore the shock to further stabilize the walls. No changes in pressure with
time were observed either after making a mix and storing it in the mixing tank
or after loading the gas in the shock tube prior to a test. Degassed, deion-
ized water was stored in a flask attached to an end of the mixing tank as the
source of water vapor. Typical H20 partil pressures ranged from 16 to 30
torr depending on the mixture desired. The fill pressure was monitored by a
Validyne pressure transducer with a 0.2 torr sensitivity. Other gases were
taken directly from the cylinder without further purification.

The stated minimum purities were: Ar, 99.996%; H2, 99.995%; N2 , 99.99%.
To insure good mixing in the mixing tank, the dilluent gas was injected into
the mixing tank through a spray bar running down the center of the tank.
Twenty 0.040" holes on the bar at three inch intervals created swirling to pro-
mote rapid mixing.

A single-mode line-tuned CW CO2 laser was used as the source of the laser
radiation. The output beam was split into two components by a salt beam split-
ter. About 90% of the beam was directed to a salt diffuser located in front
of the entrance window. This diffuser was employed to increase the sensitivity
of the detection system by reducing Schlierien effects. Radiation from the
exit window was collected by a germanium lens, and focused on an HgCdTe de- I
tector through a narrow band 10.6 11 interference filter (FWHM 0.15 W). The
filter was used to block out water emission at all but the laser wavelengths.)No emission was observed within the laser bandpass when the laser was turned
off as long as the filter was in front of the detector. The basic sensitivityIof the absorption system is estimated to be around 0.2% for a 1:1 signal to
noise level.

The remaining 10% of the laser radiation is sent through a 10 cm path-

length absorption cell and into a Scientech laser power meter to determine the
* laser wavelength. The room temperature laser absorption coefficients of ethy- I

lene have been accurately measured,7 and by measuring the ethylene absorption
coefficients it is possible to identify the laser transition without using a
spectrometer.

*The absorption coefficient t was determined using the measured optical

transmission, I/Io, total pressure P, path length, ., the ini .ial mole frac-
tion of H20, XH20, and the calcalated fractional dissociation at the equilib-
rium temperature, fT by the following equation:

01 in (Io/I)

cm -atm -I  T HO atm cmeq 520 2

Temperatures behind the incident and reflected shocks were determined us-
ing the measured incident shock velocity, the initial pressure and gas compo-
sitions as input parameters to the PSI full equilibrium real gas shock program.
Agreement between the calculated and measured shock pressure ratios was ex-
cellent.

::' .:. .Experimental data are collected and stored in a computer-controlled CAMAC
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based data acquisition system. The system is built around two LeCroy Waveform
Digitizers. Each unit can simultaneously sample four analog signals at a 1
MHz rate, and has a 10-bit 32 K word memory that will store eight millisec-
onds of data. After a test, the data is transferred to a PRIME 400 computer
for immediate preliminary analysis and storage.

RESULTS

The majority of the tests were conducted using argon as the diluent gas
instead of hydrogen, since it is much easier to drive a shock into a heavier
gas. Measurements were made behind both incident and reflected shocks encom-
passing a temperature range from 600 K to 3700 K at pressure from 1 to 40 atm
in 2, 5 and 10 mole percent water vapor in argon gas mixtures. At the lowest
temperatures, little or no absorption was observed, particularly behind the
incident shock where the pressures are low. At the highest temperatures, one
third of the laser radiation was absorbed by the hot gas in the 3.31 cm path-
length.

At several temperatures the total pressure behind the shock, and the par-
tial pressure of water in the gas was varied sufficiently to assess the effect
of pressure and water vapor concentration o. the absorption coefficient on each
of the three laser transitions of interest. For example, there was no change
in the value of the absorption coefficient for total pressure ranging from 5
to 40 atm at 2250 K on any of the laser transitions (see Fig. 1). At the same
temperature, plots of kn Io/I vs. PH20k have a constant slope indicating that
the absorption depends solely upon the line density of molecules in the laser
path. No significant variations in the H20 absorption coefficient were ob-
served among the three laser transitions for a given temperature within ex-
perimental uncertainty. (See Fig. 2.)

) ABSORTION n Pp 0
0 .20• .I "]',Ar T 2* K (1 ,li) I

i" tABSORPTION, vs TOTAL- PRESSURE. ,

Ar IT 1-2---I--
I  P1 -) .15 1 -

I .-- I J.I .

,20 2

-- -- -- -- -- -- -- -- -- .--------

00 S Xe U3. 0

10 20 3 5 -6
PTOTAL (otto) PH20L (CN MW1

Figure 1 Plot of absorption coefficients Figure 2 Plot of kn Io/I vs.
vs. total pressure at 2250 K on PH2OL at 2250 K on
P(18) laser transition for H20/ P(16) transition for
Ar mixtures. H20/Ar mixtures.
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Nine tests were conducted using 10% H20/H 2 gas mixtures between 600 K and
1400 K. These H20 absorption coefficients fall within H20/Ar data collected
in the same temperature range. Two tests with 10% H20/N2 gas mixtures were
also conducted on the P(18) CO2 transitions and these also overlap the H20/Ar
data. All the data collected along with the Ludwig empirical curve fit is plot-
ted in Fig. 3.
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A DISCUSSION

The experimental observation that changes in total gas pressure, the par-
tial pressure of the water, or the collision partner with small changes in the
laser wavelength do not significantly change the value of the absorption co-
efficient of H20 vapor/gas mixtures over the ranges of pressures and temper-
atures encompassed by these measurements is not surprising.

A continuum absorption will be obtained at any temperature if the lines
involved in the absorption are broadened into each other. As the temperature

'rises the density of states increases so that the degree of broadening re-
quired to complete the overlap decreases.

The positions of the high temperature water lines are not known with suf-
ficient accuracy to allow a line by line calculation of the absorption coeffi-
cient. There are enough low resolution data available to make a reasonable
estimate of the absorption coeffiri-ent at a given wavelength and temperature.
Ludwig and his coworkers have conducted many measurements of water vapoi emis-
sion from plumes and flames,8 empirically correlated all available low resolu-
tion spectra, 9 ,1 0 and obtain an expression for the temperature and pressure
dependence of the absorption coefficient averaged over a 25 cm- spectral
range.

The band model used by Ludwig determines an average rotational line spac-
ing vs. temperature.10 His equation for the average spacing as a function of
temperature is d(T) cm-1 = exp (- 0.00106 TK + 1.21). The primary broadening
mechanism under the experimental conditions is coilisional broadening. The
collisional broadening parameters for all the species of interest are known
at room temperature, 11 and using these values it is a simpie matter to deter-
mine the pressure required to broaden a line to an extent that the linewidth
equals the average line spacing. Above this pressure the absorption will be
a continuum. These plots for the gases tested in this study are shown as
Fig. 4.

For the pressure conditions required in the operation of a CW laser-
heated thruster, this simple approach predicts sufficient broadening to assume

,-- , .
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a continuum absorption mechanism. Our data closely approximates a curve 50%
lower than Ludwig's empirical fit. This is not unexpected either since there
is some structure in the high temperature water spectra in the 10.6 micron
region. Low resolution spectra recorded in the 944-948 cm-1 region of the
spectra appear to be slightly below Ludwig's averaged value.

No absorption was observed below 1000 K. This results from a combination
of short path length, low pressure, and low absorption coefficients. In sev-
e:al other measurements it has been observed that the absorption coefficient
increases quadradically with increasing pressure and is independent of wave-
length. This continuum-like phenomenon has been attributed to absorption by
water dimers. The weakly bound complexes dissociate as the temperature in-
creases, and their dissociation is suppressed by increasing pressure. The
functional form of the low temperature absorption has been described by Roberts
and his coworkers. 14 Combining our high temperature experimental measurements
fitted to a value 50% of Ludwig's predictions, and Roberts low temperature
observations, a plot of the temperature dep-idence of the absorption coeffi-
cient of H20 can be generated for all possible operating regimes of a CW laser- I
heated thruster. This plot is shown in Fig. 5.

CONCLUSIONS

No significant variation in the absorption coefficient was observed as a
function of laser wavelength, water concentration, total pressure, or colli-
sion partner within the narrow spectral range from 944 to 948 cm-1 covered
in the measurements. These observations suggest that the water lines are suf-
ficiently broadened to act as a continuum absorber under conditions to be
found in a laser-heated rocket thruster. The laser-measured high temperature
absorption coefficients are 50 percent lower than the value obtained from the
Ludwig empirical curve fit to low resolution data.

For a practical CW laser-heated thruster it is estimated that a propellant '0
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absorption coefficient of 10-2 atm-1 -cm-1 will be required.3'4' 15 The absorp-
tion coefficient of water vapor does not reach this value when the gas temper-
ature exceeds 1500-.700 K. High temperature operation will not present pro-
blems, but there could be a potential start-up problem for a simple H20/H2 pro-
pellant system, and other low temperature absorbers may be required.
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SUPERSONIC FLOW E-BEAM STABILIZED DISCHARGE

tEXCIMER LASERS

B. FORESTIER and B. FONTAINE

Institute of Fluid Mechanics, Marseille II, University

Marseille, FRANCE

Use of very fast flow play a leading part in the development
Aof high repetition rate high average power ultraviolet la-

sers. Moreover the very low temperature achievable by use
of adiabatic expansion permits a strong increases of the la-
ser or fluorescence optical power available for numerous
systems.
The aim of the paper is to present new results on ultravio-
let and visible laser and fluorescent emissions obtained
with the supersonic flow e-beam excitation and supersonic

flow e-beam sustained or assisted discharge excitation
I.M.F.M. device (Ludwieg tube type blowdown).

Particular emphasis will be made on the possibilities of

the e-beam assisted discharge for the development of very
fast flow high average power XeCl laser (X = 3080 A) whom
potential applications are numerous noticeably in the fields

of selective photochemistry, energetics and long-range
communications.

INTRODUCTION

Interest for high average power ultraviolet or visible laser development

is rapidly growing up owing to numerous potential applications such as selec-
tive photochemistry and isotope separation, long-range atmospheric and under- .
water communications, etc. In the table I are summarized some of the potential

applications of this class of lasers. The rare gas excimer and mercury halide
lasers are presently by fjr the most powerful and efficient among U.V. and
visible high power lasers 1).

When high average power high efficiency lasers are considered

(P > 1 kW , nt > 1 %) optimization of active medium characteristics (tempera- I
ture, pressure, mixture) is needed. Moreover use of fluid mechanics techniques
is necessary to rapidly carry away heat and waste products and damp strong

acoustic waves generated by the energy suddenly deposited into the gas medium.
These problems, already present in the case of infrared lasers,are much more
critical in the case of high average power ultraviolet and visible lasers.

1** i i\
• o i+.ff4
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TABLE I-Some potential applications of high average power U.V. and visible
lasers

A) Photochemistry D) Surface interactions

* Isotope separation . Product marking

• Selective chemical purification . Annealing
* Chemical reaction catalysis . Photo lithography

B) Excitation of other lasers E) Inertial confinement fusion

• Dye laser pumping • Rapier - Lawrence Livermoi Lab.
* Raman shifting Plasma diagnostics

C) Long range energy transfer F) Spectroscopy

* Strategic communications . excited state generation
* Laser interactions with targets . Harmonics to V.U.V.

This paper underlines first the problems related with the control of opera-
ting conditions and the homogeneity of the flowing active medium in high avera-
ge power U.V. and visible lasers. In a second part are summarized the results
achieved at I.M.F.M. on supersonic flow low temperature e-beam and e-beam sta-
bilized discharge excimer lasers and on intensity increase of some interesting

fluorescent emissions when lowering the temperature. In a last part are presen-
ted recent results concerning the possibilities to excite the active medium by
means of a high repetition rate electric discharge assisted by an electron or
X-rays beam in order to fully take profit of the fast flow in the frame of high
average power excimer laser development.

AERODYNAMIC CONTROL OF LASER OPERATING CONDITIONS

4In the case of electronic molecular transition lasers and more particu-
larly when high average power is considered, the active medium temperature
control is a serious constraint. The active medium temperature may control on
the one hand the excited species quenching and absorption losses(2) and on the
other hand the rate and the branching ratio of useful specific reactions and
consequently the laser gain. Recents results have shown that active medium
heating leads to an efficiency increase for some excimer lasers(3). For other
excimer systems, noticeally trimers (Xe2CI, Kr2C1) strong cooling favours pro-
duction of upper state level population and may lower the absorption losses( 4 ).
In any case owing to the complexity of the excimer kinetic scheme, experimen-
tal studies in a large temperature range are useful and it seems ?rery interes-
ting to take benefit of fluid dynamic techniques, of which use is already jus-
tified by simple reasons of energy balance, as reported hereafter, and to explo-
re very low temperature conditions permitted by adiabatic gas expansion.

In a high average power laser system thermal problem results because about
90 % of the input electrical energy used to excite the active medium is conver-
ted into thermal energy. This resultant heat must be removed from the laser gas
before it may be efficiently excited again. Fluid mechanics techniques will con-
siderably increase this thermal energy removal. This method has been already
succesfully used in the case of high average power infrared laser( 5 ). When

short wavelength lasers are envisioned some constraints are much more severe
challenging new studies in the fluid dynamics field( 6 )(7).

These specific constraints are related to the influence of aerodynamic

disturbances on the laser beam quality. The far figd laser intensity varia-

tions I depend on large scale density variations - and the relation between

these two parameters

A x in I+A I)

P 4 7T 4 sL n-i I
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with n refractive index
s turbulence scale
L active medium length
X laser wavelength

dependson the laser wavelength. It follows that it is much more difficult to
obtain good laser beam quality at U.V. and visible wavelengths than in the
infrared.

The results obtained at I.M.F.M. (cf. next part of this paper) have de-
monstrated that it is possible to obtain U.V. laser emissions from a high
density active medium in supersonic flow in which relative density variations
are about 10-2 on a I cm scale. However for some applications (for instance,
long range communications) a much higher flow quality (- < 10-4) must be
achieved and maintained.

Two points have to be considered - first, the initial quality of the
flow (before any excitation) must be very good, - second, the gas flow, stron-
gly perturbated following electrical excitation, must recover its initial qua-
lity before a new excitation pulse occurs.

Transient phenomena due to excitation processes are very strong. The
- initial processes are described schematically for one dimension flow approxi-

mation, on the (X,T) diagram of Fig. 1. In a high average power excimer

I -C. C* !S

0,2 SW

o 0 2 V120 5 6 X

Fig. 1. Typical configurations of longitudinal Shock-Waves (S-W) ; Expansion
waves (Exp.) and Contact Surfaces (S.C.) following sudden medium
excitation

laser system energy deposited in the active medium during less than one micro-
second for each pulse is of the order of several hundred joules by liter -
amagat. That represents se ral tens percent of flowing gas internal energy.
It follows that values of - as high as ten per cent may be induced in the
flow immediatly after exciiation. A damping of longitudinal and transverse
acoustic waves inside the laser cavity by a factor above one hundred in 0.1 to
1 millisecond is needed and represents a very difficult problem to resolve. This
problem may be of interest for shock tube and waves scientific community.
Studies in this field are active in different laboratories in U.S.A. and
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Europe and special closed cycle subsontc 8 5rcllators well fitted to excimer
laser studies are currently developpd 8 9 . Such a subsonic loop will be
available at I.M.F.M. in few months(1).

It is very likely that use of such subsonic loops will permit reaching
near U.V. laser output power above 1 KW in a few years.

Apart from potentiality of a supersonic flow system if the laser effi-
ciency may be strongly favored by very low temperature, as for the well known
infrared CO laser, such a system with its ability to very rapidly clear the flow,
may be of high interest for applications where very high repetition rate
(- 10 KHz) is needed and very high beam quality is not required. In such a fu-
ture system the average electrical power added to the flow would be above 10OKW
and then the power needed to maintain supersonic flow in the laser cavity could
be only a reasonable fraction of the total needed power.

LASER AND FLUORESCENT U.V. AND VISIBLE EMISSIONS FROM AN ELECTRICALLY EXCITED
SUPERSONIC FLOW

The results obtained at I.M.F.M.o q psonic blowdown of Ludwieg tube
type which has been previously described are briefly presented next.

The device mainly consists of a high pressure tank followed by a Laval
nozzle initially isolated from it by an aluminium diaphragm. The nozzle is fol-

-A lowed by a constant area channel made with permaglass (fiberglass and epoxy)
and by a dump tank. The channel is 3 cm high and 16 cm wide. Flow starts with
diaphragm opening and the duration of quasi-stationnary flow is generally a
few milliseconds.Various nozzle profiles permit to achieve in the channel a
flow with the following characteristics : Mach number equal to 1.75, 2.5 ortI3 ; temperature equal to 120, 80 or 65 K ; density up to 2 amaIats. The gas
mixture is excited by an electron beam (j . = 20 mA - 20 A cm
Veb < 300 KeV ; At = 0.4 - 2 ps) or by a'ischarge (0 - 10 Ky) stabilized
or assisted by means of an e-beam or e-beam induced X-rays. Anode and cathode

a. of the discharge are flush mounted in the upper and lower wall of the channel
to reduce to a minimum the aerodynamic disturbances.

In table II are presented the main characteristics of supersonic
flow high density and low temperature laser emissions achieved at I.M.F.M.
gas mixture, wavelength , transition, assignment , specific energ y , effi-
ciency and excitation mode are given in this table. The specific extrac-
ted energy of XeCl laser is comparable with that obtained elsewhere( I )(l
with various excitation processes and is compatible with the development of

a class of U.V. or visible lasers emitting average power at the kilowatt level.

Table 2 Main characteristics of supersonic flow high density and low tempe-

rature lasers achieved at I.M.F.M.

Gas mixture Wavelength Assignment Specific energy and Excitation
efficiency

Ne/Xe/NF 3  many lines XeF (B - X) 0.05 j/Zin O. 4 ps e.beam~~ _35oo00

Ne/NF 3  3378,23;3481,95X NeIl e.beam

Ar/Xe/HCl 3079 ; 3082 A XeCl(B-X) e.beam
e.b.+discharge

Ne/Xe/HCl 3079 ;3082 ; XeCl (B-X) 1.0 j/t in O.5us e.beam

3084 n = 2.5 % e.b.+discharge
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In Table III are presented fluorescent systems where an increase in

fluorescence intensity was observed at I.M.F.M. following a strong lowering

of the temperature. In this table are given gas mixture, wavelength, assign-

ment and fluorescence enhancement factor when low and room temperature

fluorescence emission intensities are compared. These results were obtained

in the case of e-beam excitation. Arrows in table III point out the systems

whose specific behaviour at very low temperature seems interesting for de-

velopment of high average power and short wavelength lasers. The broad band

very intense fluorescence of Kr F" and Xe CIX excimers are the most Fromi-

sing. It has already been possigle to obtain very recently elsewhere
1 ) 1 7 ,

for room temperature conditions, laser emissions on these systems. It is note-

Table 3 Main U.V. and visible fluorescence intensities enhancements observed

in supersonic flow high density and low temperature e-beam excited gas

mixtures

Gas mixture Wavelength Assignment IT/1300 K

SXeOs XeOI 50 at 120 K

Ar/Xe/Oxyg!ne donnors 5200-5600; 3200 AO  lS 1D

XeO is XeO3P 300 at 80 Ki

0rX 25 + *4

Ar/Xe 3295 A Ar Xe Ar Xe 10 at 120 K ; 30 at 8OK

Ar/COS 2985 A-3560 X ? Very high at 120 and
80 K

2600 X XeF x (D - A) = 1,5 to 2 at 120 and
80 K

Ar/Xe/NF3  3805 k ArXeFx -ArXeF(?) Very high at 120 and
Ar/Kr/NF 3 0 K2 iha 0 n 2X 80 K

4700 A XeF (C - A) = 1,5 to 2 at 120 K

Ar/Kr/NF 3  4. 4100 Kr 2 F KKr 2F High at 80 and 120 K

3260 ArXeCI-ArXeCI(?) Very high at 120 K

3500 XeCl x (C-A) 1,5 at 120 K

4800 Xe Cl -Xe Cl High at 120 K-51OO 2c
5Xe2CI- Xe 2Cl(?) Very high at 120 K

Ar/Kr/HCI 1 3300 X Kr CI -Kr2CI High at 120 K

2 2

- ' ..... .

29,n ____m1,nmnmm at nmmmnnmm iii
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worthy that, for these trimers, laser wavelength could be varied in a large
spectral range at wavelengths useful for long range energy transfer. An
interferometric study of aerodynamic field in the I.M.F.M. supersonic blowdown
device before and after the eitlon pulse has been undertaken and results
have been previously reported . Two main facts to underline are : first,
possibilities to achieve a laser emission from a flowing active medium where
initial density fluctuations were about 10-2 on one centimeter, and, second
the efficient clearing of laser cavity by the supersonic flow leading to a
very fast damping of the strong acoustic waves induced by the fast electrical

pulse.

POSSIBILITIES OF HIGH REPETITION RATE EXCITATION BY E.BEAM OR X-RAY ASSISTED

DISCHARGES

The development of high average power excimer lasers, either with subso-
nic or supersonic flow, requires at the opposite to the well known fast flow
infrared CO 2 electrical lasers, a large amount of preionisation to permit a
stable deposition of electrical energy in the active medium. This fact is in
a large part due to the electronegativity of usual excimer laser mixtures. This
limitation led recently to the development of new excitation schemes.

A well known method of excimer laser excitation uses a very fast avalan-
che discharge (50 - 100 ns duration) preionised by U.V. radiation . This method
allows very high repetition rates and has permitted very recently to reach( 9

Watts average laser power at X = 3080 X (XeCl) laser from a subsonic loop.
However U.V. preionisation methods donotpermit to preionise efficiently large
volumes, need very low circuit inductance and allow only relatively low speci-
fic laser energy ( 2 ji1 ). At last, the very high instantaneous power driven
by the thyratrons switching the discharge is deleterious for them and so the

viability of these switches is not good at the present time.

Very high power electron beams are also frequently used to excite direc-
tly the active medium or to stabilize efficiently an electrical discharge du-
ring a fraction of microsecond. However when high average power, and so high

repetition rate conditions are considered, very strong technological difficul-
ties appear both with very high voltage switch viability and with dissipation
of heat absorbed by the very thin window separating the laser cavity and the
electron gun. One way to overcome these two limitations is to increase as

strongly as possible the ratio between energy deposited homogeneously in the

active medium by means of the main discharge and preionisation energy origina- I
ting from the gun. Some very promising results have been achieved very recently
in this way in different laboratories for the case of XeCl laser at X = 3080 X
(17)(18)(19)

An experimental study has been performed at I.M.F.M. in order to determi-
ne conditions favouring generation of long pulse high repetition rate high
average power XeCl laser emission. The current density of the transmitted pre-
ionisation electron beam has been varied from 20 mA cm- 2 to 1.6 A cm- 2 by chan-
ging the Marx generator charging voltage. The constant parameters for these

experiments were as follows : discharge capacitor charging voltage (10 kV)
Ne/Xe/HC1 mixture (5300/190/10) ; pressure (1430 Torrs), temperature (300 K),
coupling mirror transmission coefficient (0.20). On figure 2 are shown the va-

riations of laser energy versus Marx generator voltage. Two scales are added to

the voltage scale : one indicates the corresponding transmitted electron beam I
current density jt, while the other gives the ratio R = W D/W between discharge

and e-beam energies absorbed by the active medium. This figue shows that condi-
tions exist where energy deposited in the active medium originates essentially
from the discharge whilst maintaining high laser efficiency. Laser energy
undergoes only a threefold decrease when preionisation e-beam energy is decrea-
sed by a factor 60. Nearly constant specific energy and peak power of respecti-
vely 150 j/1 and 500 MW/1 were added to the mixture by means of the discharge
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during these experiments. Intrinsic laser efficiency varied from 2 to 0.7 %

and seems to have been limited mainly by the short gain length (16 cm) of

the present device. The results obtained compare favourably with those obtain-

ned from experiments where the ratio R was lower than 10(108 ).

20--
Fig.2. Laser energy versus maximum

Marx generator voltage. In the

abscissas are also given the
transmitted e-beam density and 1

the ratio R between discharge

and e-beam absorbed energy
before lasing termination. _ _ _ _ _ _

Ne/Xe/XCl (5300/190/10) ; o9 250 7) "0A%

p = 1430 torrs, T = 300K ;508 164 43 24

Vdischarge cap. =lOkV ; Wc

Tmirror = 0.20.

The slow decrease of laser energy when the beam current density was

strongly lowered could indicate the existence of another mechanism control- I
ling preionization at very low e-beam electron density. Very recently S.C.
Lin has shown, with very different experimental conditions, the ability to

efficiently preionize an excimer laser active medium with X-rays(
1 7 ). A second

set of experiments has been performed with a new device where gain length
was increased to 30 cm. The preionization was made by means of an X-ray beam

produced by the interaction of e-beam with a tantalum foil fitted just under

a thick (1,5 mm) aluminium foil which absorbs electrons. Though preliminary,

these experiments have enabled the achievement of laser action from XeCI exci-

mer when Ne/Xe/HCl mixtures at a temperature of 300 K and a pressure of

I atmosphere were excited by an X-ray assisted avalanche discharge. It is to

note that lasing was achieved with X-rays induced by electrons with energy
P. as low as 100 KeV. Fig. 3 shows,as an example, the variations of laser energy

VVI
ISO KWI

Fig. 3. X-ray assisted dis-
charge XeCl laser A

energy versus charge t

voltage of the main

discharge.Ne/Xe/HC1 400
(5300/190/10) ; I
p800 torrs; T-300 K; so

Laser volume 30
2.3xl.2x30 cm3 (80cm3);

V -210 KV.gun L1ii 20Y.K
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and power versus main discharge voltage. As shown in the figure,a specific
energy of 1.5 j/4/bar was obtained in these experiments. This result, obtai-
ned with a device not particularly adapted, is interesting because the pos-
sibility to use X-rays can strongly facilitate the development of high repeti-
tion rate high average power large volume laser systems : a) X-rays penetra-
tion range is much higher than the electrons one and could permit homogeneous
excitation of large volumes even with relatively low gun voltage ; b) diffi-
culties associated with gun window heating could be strongly reduced. At last
it has been possible, very recently during preliminary experiments with the
same device but for the case of an electron beam assisted discharge and compa-
rable other experimental conditions, to extract a laser energy of 300 mj in
200 ns (3 J/Z/bar). This result represents only a two fold increase in entrac-
ted energy compared to conditions of X-rays preionisation.

CONCLUSION

It has been possible to study at I.M.F.M. effects of very
low temperature on excimer systems behaviour, and to obtain single pulse, high
power U.V. laser emissions from a high density supersonic flow. The excimer
laser systems investigated, in particular XeClx at X = 3080 X seem to fulfill
conditions permitting a scaling up to high average power and high efficiency.
However very challenging fluid dynamics and electrical excitation problems
must be solved. It is very likely that strong progress will appear in these
two fields during the next few years. At I.M.F.M., studies of fluid dynamics

and kinetics problems will be pursued with the supersonic blowdown and also
with a new device including a c.'osed cycle subsonic circulator and various
excitation systems.
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FLUID-DYNAMICAL ASPECTS OF LASER-METAL INTERACTION
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During the interaction of a high-power laser beam with a ma-

terial surface many fluid-dynamical phenomena arise. The pro-
duced flow field interacts with the beam and affects the ther-
mal coupling between the laser energy and the target metal.

In this paper the fluid-dynamical aspects of these phenomena

are discussed and new experimental results are illustrated.
The experiments have been performed in conditions of interest
for industrial laser processes with a i5-kW CWCO2 laser. The
developing and the motion of bright clouds ignited from metal

targets at incident laser power up to 11.6 kW, using an f/18
focusing system, have been studied by high speed photographic
records. The properties of the cloud have been examined by
spectroscopic analysis and absorption measurements.

INTRODUCTION

The interaction of a high-power laser beam with a target material in an at-
mospheric environment has been a subject of intensive study during the past few

years.

At low laser intensity, the radiation interacts with the material by direct
absorption. Most theoretical and experimental research, in this intensity range,

has been devoted to determine the fraction of energy coupled to the surface (the !
thermal coupling coefficient) as a function of the laser wavelength and the tar-

get material.

As the laser intensity is increased new phenomena occur, such as target heating,
target mass removal, vaporization and plasma formation, which influence strongly

the thermal coupling coefficient. At 10.6!' wavelength and intensity greater than
104 w/cm2 the laser-surface interaction is dominated by the formation of absorp-

tion waves in the metal vapor or in the air above the material which attenuates

significantly the laser intensity incident on the surface.

The purpose of this paper is to describe the fluid-dynamical aspect of the

interaction and to illustrate new experimental results obtained by the authors
in conditions of interest for industrial laser processes. The interest will be
focused to the case of metal target irradiated in an atmospheric environment by

infrared CW laser beams, having intensities less than 107 w/cm2 .
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As a consequence of the material heating by the laser radiation, the surface
starts to emit vapor that expands away from the target. The moving vapor acts as
a piston and drives a shock wave into the ambient air. The properties of the de-
veloping flow will depend on the initial conditios.of the emitted vapor. Recent-
ly Knight (ref.1) has developed a physically realistic theoretical model for the
rapid surface vaporization into surrounding ambient atmosphere. The case of a
process involving a phase change from solid to liquid and then liquid to gas is
considered. It is assumed that local thermodynamic equilibrium exists in the
liquid, as it will be expected if the laser intensity is less than 107w/cm2.
Near the phase interface, where the vapor pressure is larger than the ambient
pressure, the vaporization rate being large for the laser intensities of inter-
est, the vapor is not in translational equilibrium. Few particle mean free paths
are required to establish, in a Knudsen layer region, the translational equilib-
rium. This very thin region is treated by Knight as a gasdynamic discontinuity
across which jump conditions expressing conservation of mass, momentum, and energy
are applied. The result of the Knight analysis is that the properties of the
emitted vapor, that is considered asa perfect gas outside the Knudsen layer, can
be predicted, for a given material, as a function of the laser intensity and the
ambient pressure. If the vapor pressure is large compared to the ambient pressure,
the vapor flow Mach number at the layer exit becomes sonic. For an aluminum tar-
get, irradiated by 10.9,um wavelength laser beam, at external air pressure of one
atmosphere, the vapor is sonic if the intensity is greater than 2x105w/cm 2 .

An extension of the Knight model to the case in which a crater-like formation
is present on the material at the laser incident region, has been more recently
proposed by M.Germano and M.S.Oggiano (ref.2). The emitted vapor acts as a jet
from an orifice into still air. Because of the rather high vaporization tempera-
ture and low ionization potential (respectively 2750 K and 6 ev for aluminum),
this vapor contains initially a significant population of free electrons, even at
the low laser fluxes. For this reason the vapor starts to absorb the incident
radiation by inverse bremsstrahlung. If the heating rate by this mechanism ex-
ceeds the rate of cooling by gasdynamic expansion, the flow temperature will rise.
At temperatures near the vaporization temperature the absorption coefficient is so
low that a very thick vapor layer would have to be built up to attenuate the in-
cident energy significantly. However, at very high fluxes, the electrons acquire
laser energy faster than they can cool by competing processes. As a consequence,
a fast nonequilibrium process arises, collisional ionization of atoms by these
energetic electrons produces an electron avalanche in which the electron density
grows exponentially in time. The vapor becomes then opaque to the laser beam and
its temperature increases fast. By simple analysis of characteristic times of the
competing processes, Thomas (ref.3) has given an expression for the characteristic
laser intensity2 I = 105 (I0.6/)2(Tv/2750) (27/A)w/cm2  (1)

c - 1

that separates the equilibrium and nonequilibrium regimes; if I <Ic the vapor
will remain in LTE, if I>> Ic nonequilibrium effects become dominant. Equation
(1) is normalized with respect to CO2 laser wavelength ('X=1 0 .6tk) and to alumi-
num vapor properties: the vaporization temperature Tv and the vapor atomic
weight A.

Thomas, in the same reference (ref.3), gives the results obtained solving

numerically the one dimensional equations governing the phenomenon, giving a
detailed description of the vapor heating and of the consequent formation of a
laser absorption wave in the air adjacent to the vapor. The numerical procedure
accounts for gasdynamics and radiative transport in the gas and for heat conduc-1 ' tion within the target. When, for the case of titanium-alloy target, the vapor
reaches a temperature near 20,000 K, approaching a state of radiative equilibrium
with the incident laser flux, thermal radiation emitted by the hot vapor is ab-
sorbed in the adjacent air. Once the air reaches a temperature of about 8000 K,
the air is sufficiently ionized to begin absorbing laser radiation directly by in-
verse bremsstrahlung. The air temperature starts to rise very fast and a so-called
laser supported combustion wave (LSC) propagates subsonically, by thermal radiation
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transport, toward the laser beam. Thomas shows that the computed results agree
with the experiments of Klosterman (ref.4), in which LSC waves have been observed
to form on titanium-alloy targets irradiated by a CO2 gas laser at intensities of
105 - 106 w/cm 2, pulse duration of 1 - 5 m sec, and irradiated spot diameters of
0.5 - 1.3 cm.

Analytic solutions for the time for LSC wave ignition as a function of laser
intensity, material, spot size and wavelength have been presented by A.N. Pirri
(ref.5) for either one-dimensional planar or two-dimensional axisymmetric flow.
fhis analysis is based on existing possibility for a range of intensities that
the vapor properties up to the time for LSC wave ignition can be calculated un-
coupling the heating from the gasdynamics. Starting from the vapor properties at
the surface, Pirri models first the unheated vapor flowfield and then by a pertur-
bation technique takes into account the thermal effects. In the case of aluminum
or titanium target irradiated by infrared laser beam, for intensities less than
2xl0 5w/cm2 the vapor exit Mach number is subsonic, for intensities larger than
2xl0Sw/cm2 sonic condition arises. In the first case the jet is subsonic and
consists of a conical inner core of uniform flow by a growing turbulent mixing
flow region (fig.l).

L CMach di

~supersonic subsonic laeSlaser d flow flow
beam

Fig.1 turbulent flow Fig.2 - D

The length of the uniform flow inner core, L, is approximately nine timesI the spot radius. When the vapor exit velocity is sonic, after leaving the sur-
face the vapor expands supersonically. Because the flow tends to over-expand, a
Mach disk forms and shocks the vapor back to ambient pressure (fig.2). The posi-
tion, XMD of the Mach disk is given to good accuracy by

XMD /ds = 0.67(pvs/p-)1/2  (2)

It where p. is the stagnation pressure of the vapor at the surface and p, is the
ambientat external air pressure. For aluminum target and laser intensity of
4xl0Sw/cm2, /vs/P =5 and XMD/ds = 1.5.

The main results obtained by superimposing on the described flow field the
perturbation technique is that L.SC wave ignition in a subsonic vapor jet can
occur only in the center core of jet and in a supersonic jet only downstream ofI. the Mach disk. The calculated time for LSC wave ignition correlates with good
accuracy with the Klosterman experimental data (ref.6).

The results of the experimental study described (ref.7) by Fowler and Smith
provide considerable insight to the ignition and maintenance of subsonic plasma
waves. A 15 kW, CWCO 2 laser radiation, focused with different focal diameters on

' steel and aluminum targets is used for the experiments in atmospheric pressure
air. They measured the dependence of the LSC wave ignition threshold intensity
I and the plasma maintenance threshold intensity 1m on the focal spot diameter,
showing Ii and Im decrease for increasing beam diameter. For focal spot diameters
less than 0.1 cm the values of Ii and Im were found to be essentially the same.
Moreover it was found that for weakly focused systems with f-numbers larger than
about 10, LSC waves could not adjust to fluctuations quickly enough and typically
are unstable and became extinguished after reaching a maximum propagation length
from the focal point. On the contrary, in more sharply focused systems, with f-
numbers less than 4, LSC waves could be maintained as long as desired. For a

*_ 6 kW laser beam, focused by a f/14 mirror, the LSC wave lifetime was 13 msec,
the initial wave propagation was 16m/sec and the maximum distance propagated was
3.9 cm. Results from two-wavelength laser interferometric technique are also
presented in ref. 7. For incident power of 6.2 kW an electron number density of
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2.1xl017cm- 3 was measured. By assuming local thermodynamic equilibrium within
the plasma, for the same incident power, a maximum temperature of 17,000 K was
evaluated and an absorption coefficient of 0.7 cm-1 . Most of the main results in
ref. 7 are in good agreement with the theoretical predictions of Raizer (ref.8).

As it has been said before, the present study is focused on incident laser
beam intensities lower than 107w/cm2 . For higher intensities it may be expected
that the shock wave driven by the vapor jet is strong enough to heat the air down-
stream at a temperature so high that the air layer behind the shock becomes ab-
sorbing. In this case a supersonic laser-supported detonation-wave (LSD) origi-
nates, travelling toward the laser beam.

In this section an attempt has been made to describe some of the fluid-
dynamical phenomena that occur when a focused continuous laser beam irradiates a
metal target. A complete review of the subject is reported in ref. 9.

PRESENT EXPERIMENTS

The experiments here reported have been performed in conditions of interest
for industrial laser processes. An AVCO continuous CO2 laser capable of output
powers up to 15 kW at 10.6tm wavelength was used. A f/18 focusing system con-
centrates about 90% of the total power in a focal spot diameter of 1.6 mm. Tar-
gets of different materials were irradiated; results for steel (AISI 304) and
aluminum (Al 6061) targets are here reported. To simulate conditions of interest
for industrial applications, during the interaction the targets were kept in motion
with speed varying from 0.6 to 2.3 m/min. Three diagnostic procedures were adopt-
ed; high-speed photographic records, absorption measurements and spectroscopic
analysis.

A rotating prism camera capable of 20,000 frames per second was used for re-

cording the motion of the absorption wave that originates at short distance from
the target and trsvels toward the laser beam. No special arrangements are needed
for this recording procedure. The brightness of the wave is sufficiently high
to permit very short exposures.

Absorption measurements were performed using a continuous 10.6 pm wavelength,
3 watt, CO2 laser. The beam of this source was used as a probe traversing the
plume in direction parallel to the target. Time integrated attenuation of the
beam was measured using a thermopile detector. The whole interaction zone was
scanned to measure, at different distance from the target, the spatial averaged
along the probe beam absorption coefficient. In fig. 3 the schematic diagram of
the diagnostic system is shown.

laser beam

Fig.3

COaprobe laser p ime == Schematic diagram of the
experimental apparatus for I

U dabsorption measurements.
detector

target

beam

lens spectrometer

plume: Schematic diagram of the
experimental apparatus for

umtarget spectroscopic analysis.
.: • r=-=_ _ _ _ _
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For spectroscopic analysis a typical Ebert-type spectrometer was used, having
a 0.6m focal length mirror. The interaction region was observed in the direction

normal to the incident laser beam. Spectral resolution at first order was 0.8 A.
In fig. 4 the experimental setup is shown. The spectroscopic measurements are
time integrated and are in the spectral region between 2500 and 6000 A.

RESULTS AND COMMENTS

From high-speed photographic recording much detailed information can be de-
duced about the phenomena occurring during the interaction. As an example, the
developing of an absorbing wave ignited from a steel target (AISI 304) at an in-
cident laser power of 11.6 kW, using a f/18 focusing system is shown in fig. 5.
The focal spot diameter is about 1.6 mm and the workpiece speed is 2.3 m/min. The
luminous cloud visible in the picture propagates along the laser beam as far as
5-6 cm from the target, partially decoupling the laser radiation from the target
surface. This is evidenced by the strongly reduced brightness of the spot on the
surface, as it is shown in the left side of fig. Sa. Subsequent to the disappear-
ance of the luminous cloud a new bright zone is visible at the interaction point
and a new cloud is ignited which leaves the workpiece. In fig. Sb the luminous
cloud is seen to stand at a distance of about 4-5 cm from the target for few msec
and then becomes extinguished, fig. Sc. The frames shown in fig. 5 are selected
from high speed 12,000 frames per second photographic records. From one figure
to the next there is no continuity in time. This repetitive phenomenon has been
observed for all cases in which a plume originates during the interaction.

85
)js

4 int.point

(a) (b) (c)
Fig. 5 Ignition and propagation of bright clouds from steel target at 11.6 kW
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From the analysis of the frames, the curves representing the position of the
front and the rear boundaries of the bright cloud as a function of time have been
obtained. In figs. 6 and 7 results are shown respectively for steel and aluminum
targets. For both cases the incident laser power was 11.6 kW. The workpiece ve-
locity was 2.3 m/min for steel and 0.6 m/min for aluminum. At the target veloc-
ity of 2.3 m/min plume formation was not observed for aluminum, because of its
high surface reflectivity.

TABLE I

cloud front cloud cloud
initial velocity extinction distance life time

m/sec mm ms

Aluminum 10 70 21
6061

SteelSel25 55 9
AISI 304

In Table I the main data for aluminum and steel are compared. The values
reported have been averaged for many events. Besides material properties and
incident laser power, the values of the quantities shown in Table I depend on
focal spot diameter and focusing system.

Results from absorption measurements give for both materials maximum values
of the absnrntion coefficient, k, of 0.35 - 0.40 cm-1. The values of k are time
integrate, .A spatially averaged along the probe beam direction. In fig. 8 k is
displayed as a function of the distance L from the target. The lateral distribu-
tion at constant L shows that the absorbing zone is slightly wider than the beam
diameter.

Spectroscopic analysis has been made for steel only. The data referring to
the interaction zone near the target show that the emitted spectra consist mainly
of lines characteristic of target vapor neutral atoms. This result indicatesthat the plume temperature, computed by line-ratio method, in the region inves-

tigated, is near 6000 - 7000 K.
t t These estimated temperatures are consistent with the absorption coefficient

measurements if we assume that absorption is due to inverse bremsstrahlung and

the plume is in local thermodynamic equilibrium at atmospheric pressure.

CONCLUSIONS

- Measurements on plumes produced by irradiating aluminum and steel targets by
CO2 high power CW laser beams have been reported. Results related to the motion
of the observed absorbing and emitting plume are in agreement with data reported
in literature. Temperatures evaluated by spectroscopic analysis and confirmed by
absorption measurements are lower than temperatures measured during other inter-
action experiments. This disagreement is due to the peculiar conditions adopted
for the present study. Conditions of interest for industrial material processing,
primarily welding, were simulated. During the experiments the target was kept
in motion and measurements were taken after many cycles of bright cloud develop-
ments. In these conditions the target material and the external region close to
the interaction point are affected by complex thermal phenomena that can influ-
ence strongly the developing plume. In comparing data from different experiments
beam quality must be taken also into account.

However, the observed bright clouds may be interpreted as weak laser supported
waves traveling toward the incident beam.

For a better understanding of the phenomena, experiments will be repeated in
different conditions, and time resolved absorption measurements and spectroscopic
analysis will be performed.
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We have used a shockfront, produced in a small, elec-
trothermal shocktube filled with 40-60 torr D2, as a model
target for studies of the interaction of intense laser
light with hot, dense, inhomogeneous plasmas. The CO2
laser pulse (A=10.6 jim; 100-500 psec FWHM; typical energy
100 mJ) is tightly focussed, at an oblique angle, onto the
shockfront axis, and a laser-Schlieren shockfront detec-
tion system fires the laser at the instant the Mach-5
shockfront passes into focus. The shockfront, whose
motion is negligible on the time scale of the laser pulse,
is ionized by optical breakdown. When the laser pulse andAthe shockfront are properly synchronized, we observe ener-
getic electrons (40-140 keV) to be emitted in a narrow
cone centered on the shocktube axis. Our measurements of
the angular distribution and energy spectrum of these
electrons are in agreement with the predictions of the
theory of resonance absorption of laser light by plasmas.

INTRODUCTION

In schemes for laser-driven fusion, a target is ionized by a short,I ' intense pulse of laser light. An understanding of the mechanisms by which
intense light interacts with the resulting hot, dense plasma is surely a
prerequisite to using this process to drive efficient thermonuclear explo-
sions. One of the most important laser-plasma interaction mechanisms is
known as resonance absorption (RA).1 The theory of RA depends critically on
the propagation of a lightwave into a plasma density gradient. Thus a con-
trolled experimental study of this mechanism requires a laboratpry plasma
with a reproducible density profile of the correct geometry and density. For
this purpose, we have found shockfronts, ionized by optical4reakdown, to be
ideal model targets. We will begin this paper with a sunudry of the theory
of RA and conclude with a description and interpretation of our experiments.

The electronic part of the dielectric function of a collisionless fluid
plasma may be written c = 1 - (4/W 2 ), where w is the laser frequency, and
the electron plasma frequency wp depends on the plasma density, n: =

4wne2/me. Thus e is a function of density and may be written in tets of a
"critical density" ncr = mi2 /4we2 as c = 1 - n/n . A plasma may becrnitca nsity nr =o 0mw ae ih (~O6gnne 09Ol

classified as underdense or overdense by virtue 51 the relation between its
density, n, an T r CO laerlgh 1(~0.6 pm), ncr =1019 CM-3,
corresponding to Fully ionized hydrogen gas at 150 torr. The critical layer
is the region of an inhomogeneous plasma where n = ncr or c = O.

The plasmas typically encountered in laser-interaction experiments are
collisionless, inhomogeneous, and overdense. Let us model this as a plasma

' filling the half-space z > 0 with a density which varies only with z and
which passes from 0 at the plane z 0 through ncr at the plane z = L. In
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this case, the density-gradient vector n is parallel to 2. A ray of light
incident from z = -- on this plasma at2any angle a from vn will eventually
encounter a layer of density n = n cos 8 < n r, from which it should be
totally reflected, by the laws of geometricai optics. Outside this layer,
collisional absorption is negligible, and so it was initially somewhat of a
mystery that such plasmas actually absorb light quite strongly.

In 1972, the theory of resonance absorption (RA) was applied to the
laser-plasma interaction. In RA, a light wave incident on an inhomogeneous
plasma tunnels past the layer of total reflection, reaching the critical
layer in the form of an evanescent wave. At the critical layer, where c = 0
(except for a small imaginary part), the resonance between laser light and
plasma oscillations builds the electric field up to such high levels that
substantial collisional absorption can take place, even in the limit of van-
ishing collision frequency. The strength of the resonance depends on the
distance through which the evanescent wave must tunnel to get to the critical
layer. This, in turn, depends on the experimental geometry, giving RA a dis-
cernible experimental phenomenology, which we will describe.

In a plasma, where there are no free charges, we must have V • (- ) 0
or

V - -E , (1)

where n is the plasma density-gradient vector. Equation (1) allows us to
estimate the longitudinal component of the electric field; this is what
drives longitudinal plasma oscillations. In particular, in the critical
layer (e=0), V - is singular; this is the resonance (dissipation prevents a
true singularity). Equation (1) also allows us to deduce Ihe Sffects of
experimental geometry, as reflected by the scalar product E vn. In order
for this product not to vanish, the polarization of the light must lie in the
plane of incidence. This polarization dependence is a distinguishing feature
of RA. A dependence on the angle of incidence is also characteristic: there
must be a component of E parallql to vn4  Thus at normal incidence, when the
light wave travels parallel to 7n,t * -n = 0, and there can be no resonance.
As the angle of incidence increases, however, the layer of total reflection,
given by n = ncrcos 0, moves away from the critical layer (n=ncr), increasing
the distance through which the light must tunnel to reach the resonant region.
At sufficiently large angles, this diminishes the resonance. Clearly, ther2 "
is an angle, em, at which the effect is maximized; theory2 predicts that
3ko Lsin

3e = 1, where L is the scale length of the density step, and ko is the
vacuum wave vector of the laser light. For L = A/3 (a typical, sharp las 7-
plasma density-gradient length), em = 300.

An intimate part of RA is the acceleration of high-energy electrons out
of the target in a direction parallel to the plasma density-gradient vector.

3

This comes about as the plasma waves formed in the critical layer roll down !
the density gradient, accelerating electrons in this direction as they go, by
the process known as Landau damping or wavebreaking. This electron emission

, provides a direct probe of the plasma density structure. The angular distri-
bution depends on the orientation of the density gradient, and the energy
spectrum depends on the scale length: One can imagine the electrons to be
accelerated over the scale length L by the enhanced eectric field in the
critical layer, which is given by5 E = l.2Eo/(27rkoL)l; Eo is the vacuum
electric field of the laser. 2Thus tIe emitted electron energy is

ce=eEdL - 1l,, where I -E; is the laser intensity. In practice, the
emitted electrons are not monoenergetic but rather thermalize to form a
"suprathermal tail" on the plasma electron energy distribution; the slope of
the "tail" on a semilog plot is given by a "temperature" Th which coincides
with ce .



14881 Kolodner and Yablonovitch

One last bit of physics to be added to this description is that, at the
extreme laser intensities encountered here, the ponderomotive force, or radi-
ation pressure, is so strong that the underdense plasma in front of the crit-
ical surface is pushed away early in the laser pulse. Thus, no matter what
the original density-gradient scale length was, the dominant laser interac-
tion is with a steeper density profile whose scale length is observed in com-
puter simulations5 to follow L - I-a , with a = 0.22 - 0.38. (Typically, the
scale length of the steepened profile is less than an optical wavelength).
Thus the hot-electron electron temperature, Th, should scale with laser
intensity as

Th w I8, with a - (1-a)/2 = 0.31 - 0.39. (2)

We have already experimentally verified4 that resonantly accelerated
electrons produced by optical breakdown of H2 are emitted only in the plane
of laser polarization, and only at oblique angles of incidence near 6 . In
the present experiment, our goal is to study the energy spectrum of te
resonant electron emission. We use optical breakdown of a shockfront in D2
to create a reproducibly oriented plasma density step, as confirmed by meas-
urements of the angular distribution of the electron emission. The heart of
the experiment is drawn to scale in Fig. 1. We irradiate the shockfront with

Figure 1. Experimental concept.
The- laser pulse, polarized in the
plane of the drawing, is fired at
the shockfront as it reaches the
end of the shock tube. RA causes -
fast electrons to be emitted along
the density-gradient vector of the
shockfront (drawn as heavy arrow).

sok]cm tube

p-polarized light incident at an oblique angle e near our estimate of 0
With this geometry, we then expect to see strong electron emission alon the
shockfront density gradient, with an energy spectrum, the temperature of
whose "tail" scales with laser intensity as in (2) above. Our expectations of
success in this endeavor is based on the realization that, at the laser
intensities and pulse durations used here, ionization of a neutral shockfront
density profile produces a plasma with an identical profile, because, in H2and D2 at least, ionization proceeds via a "laser-driven breakdown wave"

6

which moves through the laser focus too fast for ionic motion to distort the
• density profile. So let us now describe an experiment in which shockfronts

have been used as laser targets for studies of electron -mission in RA.

EXPERIWMAL APPARATUS

Laser System

Laser-produced plasmas are typically so hot7 that they disassemble on asubnanosecond time scale. If this plasma expansion is to be negligible, one

is restricted to picosecond laser pulse widths. We used the ultra-short-
pulse OD2 laser system designed by Kwok and Yablonovitch.8 The output is a
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10.6-pm, single-mode pulse of energy < 150 mJ, rise time 200 psec, and FWHM
500 psec. The repetition rate is 16 shots per minute. The laser pulses are
focusd ont2 the target with an f/I lens, producing a typical peak intensity
of 10 W/cm . Our experimental results appear to be dominated by interac-
tions taking place during the first 100 psec of the laser pulse.9  We have
also performed experiments with much shorter pulses (100 psec FWHM); these
are described elsewhere. 9

Shocktube System

The shock tube is constructed of quartz tube of 12.7 mm i.d. and 3 mm
wall thickness. The tube is 230 mm long and is joined in a Tee at one end to
a 46-mm long section of the same tubing. Tungsten electrodes are soldered
into copper plugs which are inserted into and seal against the two openings
of the Tee; this results in an electrode spacing of about 10 mm. A spark gap
discharges a 3.5-pFd energy storage capacitor, charged to 10-12 kV, across
these electrodes. Our emphasis in the discharge circuit design has been on
low inductance, reproducibility, and reliability. Measurements of the
discharge waveform are consistent with a circuit inductance of 65 nH and
resistance of 20 m. Assuming that half the discharge energy is lost in the
spark gap, 20% of that energy should be dissipated in the shock tube during
the first ring of the discharge. At 10 kV, the circuit can drive a shock
with M = 5 in 50 torr D2, consistent with energy balance at this efficiency.

A] This discharge apparatus is laid horizonatlly in a copper box, which
provides electromagnetic noise shielding. A pickup coil mounted in the roof
of the box provides an electrical timing signal synchronous with the break-
down of the electrode gap. This apparatus can produce a Mach-S shock in 50
torr D2 every few seconds. The shot-to-shot fluctuations in M are ±3% and
are partially correlated with drifts in pressure and charging voltage. Very
low levels of acoustic and electrical noise are produced. The gas is flowed,
filtered, and cold-trapped.

In the regime of pressure and Mach number in which we work, it has been
established1 o that the acoustical disturbance we observe at the end of the
shock tube is indeed a clean, planar shockfront. In D2, rotational relaxa-
tion takes place well downstream of the translational shockfront, so we canI. calculate the initial density juqp f~om the theory of one-dimensional shocks
in a monatomic gas12: P2 /P 1 = 4M /(M+3) = 3.57 ± 0.02 for M = 5.0 ± 3%. For
shocks with M = 5 in 0 tor Dr, the density of electrons bound to the 1
molecules on the high-density side of the shockfront is 2P2 = 1.2 x 10 cm
just above the critical density for 002 laser light. From the argon data of
Ahlsmeyer,13 we calculate that the density-gradient scale length in the
translational shockfront is L = 8 pm in 50-torr D2; this number is very
insensitive to fluctuations in Mach number near M = S. This scale length lies
in the range of interest (L,<X) for studies of RA with CO2 lasers.

The experiment is performed by irradiating the shockfront, at an oblique
angle from the direction of its density step, as it reaches a point near the
end of the shock tube. This is accomplished in the aluminum target chamber
shown in Fig. 1, which mates the end of the tube with the laser focusing lens.
The optical and shock-tube axes intersect at an angle of 300, the optimum
angle for RA by a density-gradient scale length of NS um. The focal spot
diameter of the lens is claimed to be 17 pm. Laser pulse energy monitoring
is performed on each shot by a calibrated Ge:Au detector, onto which is
focussed a small fraction of the incident laser pulse. This is illustrated
in Fig. 2, which shows the target chamber in relation to the resL of
the experiment.
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Figure 2. Layout of the experiment, showing shocktube/target chamber,
laser-pulse diagnostics, and two-beam laser-Schlieren shockfront detector.

In order to fire the laser at the instant that the shockfront passes into
focus (it remains in focus for <10 nsec), laser triggering is performed by a
two-channel laser-Schlieren shockfront detection system shown in Fig. 2. Each
of the two HeNe laser beams is deflected past the knife edge and into the
photodiode as the shockfront passes down the tube. The two short output
spikes from the photodiode are fed directly to the laser's trigger circuits
and are recorded for calculations of the position of the shockfront. The
laser trigger delay is set so that the shockfront and the laser pulse arrive
at the laser focus simultaneously. This happens only once in every n-20 shots. I
The shockfront position can be determined to within ±75 jm.

MEASUREMENTS

Apart from laser pulse diagnostics, shockfront timing, and background
plasma characterization, we made a number of experimental observations:

Total electron emission was measured by placing inside the target chamber,
next to the focusing lens, a Si surface-barrier detector which looked at the
laser focus along the shock tube axis. The detector is masked by a 13-jm
thick aluminum foil; incident electrons come to a stop in the foil, producing
Al k-x-rays which are sensed by the detector. The detector signal is sent to
a charge-integrating preamplifier and recorded on an oscilloscope along with
shockfront timing information. In this way, we can measure the total charge
emitted during each shot, as a function of shockfront position.

The angular distribution of electron emission was measured by replacing the t
Si surface-barrier detector with a small piece of Kodak No-Screen x-ray film,
wrapped in 13-jm thick Al foil. An image of the electron emission is created
on the film by Al k-x-rays produced when fast electrons are stopped in the
foil.
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The energy spectrum of electron emission was measured with a simple magnetic
spectrometer. RA predicts that electrons should be emitted along the plasma
density gradient vector, and we expect this to lie parallel to the shocktube
axis if the shockfront is in proper focus. Indeed, emission was found only in
a narrow cone centered along this direction (see below). This quasi-uni-
directional emission allowed us to construct a spectrometer with reasonable
focusing properties by placing the target chamber between the faces of a
small, permanent magnet. This provided energy dispersion and focussed the
electron emission onto a plane which was perpendicular to the shocktube axis
and which nearly coincided with the target-chamber wall. There, we placed an
array of charge collectors which consist of copper pads etched onto a printed
circuit board. Each collector is heavily tinned to assure that the incident
electrons are stopped in the conductor. The energy width of each collector
was chosen to be 30% of its center energy, so as not to exceed the geometrical
resolution of the spectrometer, which is largely determined by magnetic field
inhomogeneities and the finite cone-angle of electron emission. Since the
energy spectrum is bound to fall off at higher energies, this geometry
enhances the signal due to high-energy electrons, resulting in wide dynamic
range. The energy range spanned is 14-140 keV. The collectors are connected
to cables of different lengths which are connected to the same oscilloscope
input. Thus the signals from all the collectors arrive at the oscilloscope
in sequence, allowing a complete spectrum to be recorded in a single shot.

RESULTS

As a gross test of the effect of using a shockfront as a laser target,

we first measured the total electron emission as the shockfront was moved in
and out of focus, using a Si surface-barrier detector as described above.
Fig. 3 shows the electron signal as a function of the position Ax of the

I I I I I
20-

15 tt
Figure 3. Si surface-barrier
detector signal vs. shockfront
position Ax, for shockfronts
with =5.1 in 43 to D2 . Each 10|
point is from a single iaser shot.
The enhancement achieved when the
shockfront is in focus (Ax=0) is
the sign that the critical surface
is reproducibly oriented near theoptinun angleom for electron
emission in RA.
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shockfront along the shocktube axis, measured relative to the laser focus.
These data were produced by laser pulses whose energies lay in a ±20% window.
This graph has a simple interpretation. The points on the left of the graph
(Ax<0) result from shots in which the shockfront had not yet reached the
laser focus when the laser pulse arrived ("late" shockfronts). The breakdown
thus took place in the low-density gas ahead of the shockfront, in which even
total ionization could not produce the critical density needed for resonance
absorption. No signal was produced. On the right of the graph (Ax>O), the
breakdown took place in the overdense gas behind an "early" shockfront. The
shockfront found itself in a region of weak laser intensity and played no
role. Its position was irrelevant, and the signal strength was similar to
that produced in an unshocked, homogeneous gas. 4 But when the shockfront was
in correct focus (Ax=0), the signal was enhanced by a factor 10.

Further insight into the details of the interaction is gained from meas-
urements of the angular distribution of electron emission from shockfront
targets. For this experiment, the electronic detector was replaced by x-ray
films wrapped in Al foil. In Fig. 4, two such films are presented as seen by

15 shots

190 tort D. Figure 4. X-ray film exposure by fast

electrons emitted in RA. In both films,A the plane of polarization intersects
the film in a horizontal line which
passes through the spot of exposure.
Homogeneous gaseous targets (top) emit

10 W 8r6 20" electrons in the plane of polarization,

but the angle of peak emission varies
widely from shot to shot, because the
direction of In is not reproducible.
In shockfront targets (below), vnI I shot points along the shock-tube axis, and

synchronized this is the direction of strongest
shockfront electron emission. The shockfront

moved at M = 4.8 in 43 torr D2.

angular distance from
laser pulse axis - 60 .O 0

t
shock tub xi

the target. The plane of polarization intersects each film in a horizontal
line which passes through the center of the spot of exposure. The upper film
was produced in homogeneous gas and is included for comparison. Here,
unreproducible emission in the plane of polarization and into a wide range of
oblique angles is seen, in accordance with theory and as described in a pre-
vious publication.4  "Early" shockfronts produce similar patterns of exposure.
"Late" shockfronts produce no exposure. As seen in the lower film, however,
properly focussed shockfronts emit electrons predominantly in a cone of
half-angle 200 - 250, centered on the shock-tube axis. Since electrons are
emitted along the plasma density-gradient vector, this observation proves "A
that the orientation of the shockfront density gradient has been imposed on ZM&

the breakdown plasma.

: ... Figs. 3 and 4 prove that breakdown of a shockfront produces a reproducibly
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and optimally oriented target for studies of electron emission in RA. Our
observation has been that the hot-electron temperature of the electron energy
spectrum of such emission is quite reproducible. A typical spectrum, shown
in Fig. 5, exhibits a characteristic "bi-Maxwellian" shape with a thermal
component (Tc = 2 keV) below 40 keV and a suprathermal component (Th = 36 keV)
above. The scaling, with peak laser intensity, of the suprathermal electron
"temperature" is shown in Fig. 6. We see that Th I8 , with B = 0.32 _ 0.03,

100-

Figure 5. A typical hot-electron
energy spectrum. The dark bars
along the horizontal axis re-
present the energy widths of
the charge collectors. The
spectrum has a distinct "cold"
component below e=40 keV and -

a suprathermal "tail" due to
electron acceleration in RA. 1

, o

Th36 eV
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c 3Figure 6. Scaling of hot-electron
- -temperature, Th, with laser pulse

energy. -N . A tick mark calibrates
W30 the horizo tal axis with peak

laser intensity. Data from 45 laser
shots were averaged in groups of

05 from 3 to 13 to produce this graph.
The scaling exponent, 0.32±0.03,

S +1 2 is in agreement with the theory of
-'20 steady-state profile modification
I, iby the pondermotive force.
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in good agreement witl the predicted value of a = 0.31 - 0.39. This consti-
tutes the first direct confirmation of this important theoretical prediction.

To summarize, we have demonstrated that shockfronts, ionized by intense
laser pulses, produce plasma targets that are ideal for the study of electron
emission in resonance absorption. We have observed such emission from shock-
fronts and have directly verified for the first time that the electron energy
spectrum scales with laser intensity as predicted by models of profile
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steepening by radiation pressure.

This work was performed at Harvard Univers iy and was supported by
Department of Energy contract number DE-AC02-76 '40018.A0O01 (formerly
ED-78-S02-4631).
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EXPERIMENTAL STUDY ON THE IONIZATION OF ARGON GAS IN

A NON-EQUILIBRIUM STATE BEHIND REFLECTED SHOCK WAVES

C: K.Terao, M.Hozaka and H.Kaitoh

Department of Mechanical Engineering

C Yokohama National University, Yokohama, Japan

-khe electron temperature, the density and the
ion temperature in argon gas behind reflected
shock waves were measured by a laser light scat-
tering method, while the gas temperature was meas-
ured by the spectroscopic method. The values of
these three temperatures are different from each
other during a certain period after arrival of the
reflected shock front. Both the electron and ion
temperatures are much higher than the theoretical
gasdynmic temperature. The ionization rate is
also much higher that that in the equilibrium
state, but the measured gas temperature is lower
than the theoretical one.

These results suggest that the argon gas is in
a non-equilibrium state during the first period. r-_
This is supported by the fact that the inductionA period of light emission in argon behind reflected
shock waves fluctuates with a definite probability
which depends on the physical state of the gas.
The phenomena are explained as an irreversible

process in which the association, the ionization
and the recombination of argon atoms take place.

INTRODUCTION

At an irreversible process from a stable state to another
stable state, an entropy increase is observed according to the
second law of thermodynamics. As both the initial and final
states have a maximum entropy, the process must pass a minimum
entropy state at least once. On the other hand the entropy is ex-
pressed as a product of the Boltzmann constant and the logarithm
of the probability of the state. The probability of the minimum
entropy state therefore must be less than that of the initial
state as well as the final state. That is, the irreversible pro-
cess must pass through some non-equilibrium states and the prob-
ability of the irreversible process is less than hoth those of the
initial and final states and the process must fluctuate more than
the initial and final states.
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We have observed such fluctuations and non-equilibrium states
in some combustion phenomena, for example, fluctuation of the in-
duction period of ignition and electron temperature in flames and
detonation waves much higher than the mean gas temperature (ref.l,
2 and 3).

Similar fluctuations and non-equilibrium states should also
be observed in the ionization of gases behind shock waves, because
this kind of ionization proceeds very rapidly and consists of some
irreversible processes. We therefore measured the electron, ion
and gas temperatures as well as the induction periods of light
emission in argon gas behind reflected shock waves. These three
temperatures are different from each other and the induction peri-
ods fluctuate, too. The measured results and their explanations
are reported in this paper.

EXPERIMENTS

Our experiments were carried out using a 4 m long stainless
steel tube having an inner-diameter of 49 mm. The tube was divided
with a polyester film into two segments of 1 m and 3 m length, re-
spectively. Hydrogen gas was charged as a driving gas in the 1 m
long segment, while the remaining 3 m long segment was filled with
99.996% argon gas. Shock waves were produced in the argon gas by
breaking the polyester film and reflected at the end wall of thetube. The incident shock waves contain two principal waves whose

Mach numbers are 4.8 and 6.7, respectively. The theoretical gasdy-
namic temperatures in the argon behind the reflected shock waves
were estimated to be 5,300 K and 10,000 K, respectively.

AI The electron and
ion temperatures in FHOTOMUL TIPIERshock heated argon
were measured by a
laser light scattering 5
method. Fig.1 shows an
arrangement of the SHOCK TUBE
measuring apparatus. A IF1
Q-switched ruby giant _
pulse laser having 20± 05MW, 20 nsec duration AA
of half valu R intensi- POLARIZERI MONOCHRO-

ty and 6943 § wave-
length set at the end 30
part of the shock tube
was focussed through a
sapphire window on the LU
axis of the shock 010
tube.

The emission of the Fig.l. Arrangement of the experi-
laser beam was triggered by mental apparatus for the laser
the pressure of the incident light scattering method.
shock front through a piezo-
electric pressure transducer.
Its triggering time was regulated by a delay-circuit in such a way
that the laser beam could be emitted at an arbitrary instant after
the reflected shock front had passed the measuring point. Thus, it
waF possible to direct the laser beam to an arbitrary position be-
hind the reflected shock waves.

L qamm mHH
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At the same time, the light of an arbitrary wavelength scat-
tered by the charged particles in argon behind the reflected shock
waves in a direction at an angle of 900 to the incident laser beam
was observed through a sapphire window at the end plate of the
shock tube. The variation of its intensity was measured by a mono-
chromator, a photomultiplier(Hamamatsu TV R466) and an oscillo-
scope. In some cases, the spectrographs of the scattered light
dispersed by the monochromator were recorded directly on photo-
graphic films. Light trap diaphragms Di, D2 , a filter and a polar-
izer were set in the light path in order to eliminate the stray
light and luminescence of the shock waves, as shown in Fig.l.

On the other hand, the intensity of several spectrum lines
having different wavelength emitted from the shock heated argon
gas were measured with the monochromator and the photomultiplier
in order to obtain the gas temperature. The monochromator and the
photomultiplier were set at the position of the laser for the
scattering method. The variation of the intensity of the spectrum
lines of the argon was recorded through an oscilloscope, so that
the intensity of a spectrum line at an arbitrary position behind
the reflected shock front could be obtained.

In addition to the experimental apparatus for the measurement
of the spectrum lines a piezoelectric pressure transducer was set
at the end plate of the shock tube, so that the instant of the re-
flection of the incident shock front at the tube end could be
marked, while the beginning of the emission in argon was observed.
In our experiments we observed the spectrum line of 6043.2
wavelength from argon at the theoretical gasdynamic temperature of
3,300 K, 4,200 K and 4,900 K of argon gas having a density of
0.03 kg/m 3 behind the reflected shock waves.

We could measure the period tE from the reflection of the in-
cident shock front at the tube end to the beginning of the light
emission in argon, while the propagation period tR of the reflec-I ted shock front from the tube end to the measuring point could be
calculated from the initial condition and the velocity of the in-
cident shock. We took the difference between tE and tR as an in-
duction period of light emission. The experiment at each condition
was repeated more than 50 times, so that the histograms of the in-
duction period could be obtained. The fluctuation of the incident
shock propagation velocity was always kept within ±1.7%.

EXPERIMENTAL RESULTS

The laser light scattered in an ionized gas consists of two
components: the electron component and the ion component. The

-spectrum of the electron component has a relatively wide frequency
range but low intensity, while that of the ion component has a
very small frequency range and high intensity in our cases(ref.4).

1) Electron Temperature

Comparing the spectra obtained from the experiments with
those theoretically obtained by W.H.Kegel(ref.S), it is possible
to estimate the characteristic parameter

4nD.sin(e/2) (i)
where Ao is the wavelength of the incident laser beam, D the Debye

. ' , ..
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Fig.2. Spectra of the elec- Fig.3. Measured electron tern-
tron component of the scat- perature Te and theoretical
tered light in argon at 50 gasdynamic temperature Tth with
lisec after the passage of re- respect to the time t after the
f lected shock front. Mach num - passage of reflected shock
ber of the incident shock: front. Mach number of the inci-A6.7, Iscrelative intensity, dent shock is 6.7 for the solid
AX:wavelength deviation from line and 4.8 for the broken
that of the laser beam, line.

length and e the scattering angle. In Fig.2 an example of the
theoretically possible spectrum of the measured scattering light
corresponding to the maximum and minimum values of a is shown.
From the values of a and the spectra we obtained the electron tem-
perature Te and density by the method developed by W.H.Kegel(ref.
5). Fig.3 shows the measured electron temperature.

2) Ion Temperature

As the ion component of the d
scattered light had such a small 1,0
frequency range that the measure-
ment with the photomultiplier could
not be performed to obtain its
spectrum, we first took the direct 4}C
photographs of the scattered light 0.5
dispersed through the monochromator
and analyzed them with a micropho-
tometer. Fig.4 illustrates an ex-
ample of the spectra of scattered
light analyzed with the microphoto-
meter. It shows both the ion and C tempera6ure.

electron components, but in most 0 2

cases we observed only the ion J
component. Fig.4. Spectrum of the

scattered light obtained
We can calculate from these from spectrographs. 3 sec

spectra the ion temperature just after arrival of reflected
like the electron temperatureref. shock front. Mach number of
5) under the consideration of the incident shock is 6.7.
the characteristic parameter Xh: half value width.

light__ anlzeithmcopoo
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and ion mass. As the characteristic parameter in our cases is al-
most equal to zero, we calculated the ion temperature from the
half value width of the intensity A h. Fig.5 shows the measured
ion temperature in argon behind the reflected shock waves whose
incident shock waves had a Mach number of 6.7.

106

6 Fig.5(left). Ion temperature Ti
4 measured by the laser light scat-

tering method and theoretical gas-
dynamic temperature Tth in argon
with respect to the time t after
passage of the reflected shock

tOI front.

4

2.

A 5 ,2c 00 200 300

3) Gas Temperature Fig.6. Gas temperature Tg meas-ured by the spectroscopi method.

We tried to measure the Mach number of the incident shockI 'gas temperature of argon be- is 6.7 for the solid line and 4.8

hind reflected shock waves for the broken line.
by observing the intensity

of several spectrum lines
emitted from argon under the assumption that the shock heated gas I
is in an equilibrium.

In our experiment s we meas ured the inte~ sities I of the spec-
trum lines of 5373.6 X, 5912.1 X and 6052.7 X wavelength, respec-
tively and estimated the gas temperature according to the fol-
lowing equation (ref. 3):

I u ~~ {3exp(- En(2

where h is the Planck's constant, v the frequency of the spectrum
line, gn the statistical wegt A the transition probability of
the line, N(T) the gas density, tepriinfntoE
the energy of the n-level of the line and K Boltzmann constant.
Anm, gn and En were taken from the Journal of Quantitative Spec-

troscopy and Radiative Transfer (London, 1961).In order to confirm
these values, we compared these values with those measured by the
light reversal method in the same argon gas behind reflected shock|
waves whose incident shock had a Mach number of 4.2. Fig.6 illus-

trates the measured gas temperature T with respect to the timet

6 4 0

a2er the p a Tront
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4) Probability of Light Emission

The induction period of light emission in the argon gas be-
hind reflected shock waves fluctuated in a fairly large range.
From the results measured more than 50 times we obtained a histo-
gram of the induction period of light emission for each experimen-
tal condition. Fig.7 shows an example of such histogram in which
t means the induction period and N the frequency.

I usec
10 10 20 30

20

N 5

l0l

10 20 30 40
t $see 0

0.01
Fig.7. Histogram of induction Fig.8. in P(t) against the
period of light emission in induction period of light
argon gas behind reflected emission t at the same con-
shock waves. Mach number of dition of Fig.7.
the incident shock is 4.3.

If q(t) is the probability density of light emission, P(t)
the probability of light emission whose induction period is lon-I ger than t, m the molar number of the shock heated gas from which
the light emission is observed ( m is constant in this case), and
p the probability of light emission in one mole gas per unit time,
we can calculate the light emission probability p according to the
following equations (ref.1):

P(t) = ftq(t).dt (3)

m.p.P(t).dt = dP (4)
M. 1 d lnP (t),,m - d (5)

Fig.8 illustrates an example of the relations between lnP(t)
and t, which are almost linear. This result means that the light
emission probability V is constant for time t and the phenomenon
of the light emission in a shock heated gas is of a stochastic na-
ture like ignition or nucleation(ref.l,6)which takes place with a
certain definite probability under a definite condition. The phe-
nomenon consists of two processes, that is, the initiation processand the development process. The period r in which no light emis-

sion is observed is the development period in which the phenomenon
develops to such a state that the light emission becomes observa-
ble.

Fig.9 illustrates the logarithm of the light emission prob-
ability p and that of the development period t with respect to the
reciprocal theoretical gasdynamic temperature of the argon.
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to

Fig.9(right). lnp~ and InT with '4

respect to the reciprocal theo- a
retical gasdynamic temperature I
in the argon gas behind reflec- I .t
ted shock waves. The density of
gas behind the reflected shock
waves is always 0.033 kg/M 3 . 20

2.0 2.10

JA

DISCUSSION

In Fig.10 the measured electron temperature Te, ion temper-
ature Ti and gas temperature Tg as well as the theoretical gasdy-
namic temperature Tth in argon behind reflected shock waves whose
incident shock has a Mach number of 6.7 are again illustrated in a
group with respect to the time t after the passage of the reflec-
ted shock front at the measuring point. During the first 100 usec
to 200 psec both the electron and ion temperatures are much higher
than the theoretical gasdynamic temperature, while the measured

7'/ gas temperature is rather lower than the theoretical one.

1) Gas Temperature

The gas temperature measured by the spectroscopic method is
much lower than the theoretical gasdynamic temperature. As ex-

plained in the previous section, the light emission in a shock

2-

,.'...'

6.

46

6 .. .

.~Fig.11. Ionization rate ai
Sin argon behind the reflec-

" 'I " ted shock waves with respect
'- to the time t after the pas-
1sage of the reflected shock

0 50 00 10 200 front. ath: the ionization
usec rate in the equilibrium

state according to Saha's

Fig.l0 equation.
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heated gas is a stochastic phenomenon in which a fairly large
fluctuation occurs with a certain probability. This light emission
consists of two processes: the initiation and the development.
During the period of a few hundred microseconds from the beginning
of emission to the time in which the whole gas emits light, the
gas is not in an equilibrium state. The gas contains two parts,
one of which emits light and the other does not emit light. That
is, there are high temperature parts and low temperature parts
simultaneously. During this period the correct gas temperature
cannot be obtained by the spectroscopic method, because some parts
of the gas at high temperature emit light, while the other parts
of lower temperature absorb light. A value of the gas temperature
lower than the average one is thus sometimes obtained by the spec-
troscopic method.

2) Electron and Ion Temperatures

The electron temperature as well as the ion temperature meas-
ured by the laser light scattering method is much higher than the
theoretical gasdynamic temperature. Fig.ll illustrates the ioni-
zation rate of argon behind reflected shock waves, obtained by
the laser light scattering method, in comparison with that ob-
tained theoretically according to Saha's equation. At first the
measured value of the ionization rate is much higher than the
theoretical one and then approaches it after about 200 psec. This
means that the ionized argon gas behind reflected shock waves isat first in a non-equilibrium state, as the light emission also

suggests. In a shock heated gas, therefore, there must be some
very high temperature parts which initiate the ionization.

On the other hand, we have observed in argon gas behind re-
flected shock waves an ion mass of about twice the value of an ar-
gon atom during the first 20 psec by the double probe method using
a high frequency multistep potential(ref.7). This suggests that'some argon atoms associate with each other, forming diatomic ar-
gon Ar2 and ionize. According to the results obtained by the laser
light scattering method, the ion temperature is lower than the
electron temperature. Considering the association, however, and
using the mass of Ar2 , we obtain the ion temperature shown in I
Fig.10 as a broken line indicated with Art. This result agrees
quite well with the electron temperature during the first 20 psec,
but after that the ion temperature becomes too high. The associ-
ated argon atoms are dissociated again after the ionization pro-
ducing Ar ions. The ion temperature can thus be calculated from
the spectra of the scattered light at first with the mass of asso-
ciated argon ions Art, then with the mixture of Arl and Ar+ , and
finally with the mass of the monatomic Ar+ . Under such assumption !
a variation of the ion temperature in argon with respect to the
time after passage of the reflected shock front is indicated as a
broken line (Ti) in Fig.10.

The anomalously high temperatures of the free electrons and
ions in argon behind reflected shock waves are thus caused by the
heat released through the association.

Summarizing the results observed in our experiments the pro-
cesses are explained as follows:
1) At first argon atoms in some points behind reflected shock
waves associate with each other, releasing some reaction heat
2) With the released heat the association develops further.
3) The light emission and the ionization of the associated and
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monatomic argon are observed in the course of association. The
phenomena proceed during this period in a non-equilibrium state
and both the ion and electron temperatures become much higher than
the average gas temperature.
4) Then the associated argon atoms dissociate again and the state
approaches an equilibrium, accompanying the partial recombination
of ions and free electrons.

CONCLUSIONS

The results obtained by the laser light scattering method
and spectroscopic method show the following phenomena occur in ar-
gon gas behind reflected shock waves:
1) The electron temperature, ion temperature and gas temperature
in argon are different from each other during the first period of
a few hundred microseconds after arrival of the reflected shock
front; the electron and ion temperatures are much higher than the
theoretical gasdynamic temperature, while the gas temperature is
apparently lower than the theoretical one.
2) The ionization rate in argon gas during the first period is
also much higher than that in the equilibrium state.i 3) The induction period of light emission fluctuates with a cer-

tain probability determined by the physical state of the gas.

From these phenomena we concluded asfollows:1) The process is irreversible, in which the argon gas is in a

non-equilibrium state during the first period of a few hundred
microseconds after the arrival of the reflected shock front.
2) At first, when the reflected shock front arrives, the argon
atoms associate partially with each other and form diatomic mole-
cules, releasing reaction heat.
3) The associated argon atoms heated by the reaction heat are ion-
ized and then dissociated, releasing free electrons and monatomic• ! ions.
4) Then the recombination of excessive ions with free electrons

takes place. The ions and free electrons approach an equilibrium
state and thus the argon gas becomes homogeneous.
5) The gas temperature measured by the spectroscopic method does I
not indicate the mean gas temperature, because of the non-equilib-
rium state and inhomogeneity during the first period. Generally
such non-equilibrium states and fluctuating phenomena should occur
in irreversible processes. The association of argon atoms is not
yet clear and should be further investigated.
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This paper deals with the ionizational relaxation of a shock
heated Xenon plasma. The initial pressures are 1.5 and 10
torr , the rate of impurities is below 10- 3 and the Mach
numbers lie within the range 8 to 18. The measurements of
the total relaxation time and the velocity are determined by
the use of schlieren systems. The growth of the electron den-
sity is deduced from the datas given by a submillimeter inter-
ferometer operating at 890 GHz and by spectrophotometers.
Our experimental results show the products PIT are depending
on PI, and the increase of the electronic density is much

faster than the one given by the theoretical model developed

for inert gases 111. For these reasons this model must be
revised and we think that a better agreement could be obtai-
ned by the introduction of two temperatures in the electro-

nic velocity distribution.

INTRODUCTION

The ionization process of noble gases excited by normal shock waves has
been studied extensively 11 to 71. The general feature of the mechanisms which
happen in the relaxation zone may be described as follows:

Near the upstream region of the shock, ionization is initiated by atom-
atom inelastic collisions according to III

(1) A + A - A2 + A then A + A A + A+e

~As reactions

* * +
(2) A + eA + e then A + e A + e + e

are more efficient than the A-A collisions, they quickly dominate these latter.
Equilibrium is reached when the number of electrons is such that the reverse
reactions balance the direct ones.

The above mentioned mechanisms seem to explain satisfactorily the experi-
mental results for M > 12. But, the inelastic cross sections of reactions (1)
and (2) being adjusted according to experiment conditions 141, the present
investigation was undertaken in order to try to check such adjustement. For this
purpose we have studied plasma of Xenon generated by shock waves for initial
pressures 1.5 and 10 torr and for Mach numbers lying within the range 8 to 18.
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APPARATUS AND PROCEDURE

The shock tube is composed of surfaced stainless pipe 11 m in length, with
a 10 cm internal diameter. It is filled with Xenon N 45 delivered by Air Li-
quide. The rate of impurities is below 10- 3 and their ionization energies ge-
nerally are higher than that of Xenon.

The passage of the shock front at successive positions along the shock tu-
be is detected by schlieren systems. The oscillogramm (Fig. 1) shows the passage
of the shock front, the arrival of the luminous front and the contact surface.
Thus, the total relaxation time, the velocity of the shock front and their va-
riation along the shock tube are measured accurately (within 2 %).

Near the equilibrium region, electronic density is deduced from the abso-
lute measurement of the continuum in the range 472.2 nm and 486.4 nm. Schluter's
coefficients are used in our computation.

To continue the investigation of the relaxation zone, we have carried out
electronic density variation measurement using a submillimeter interferometer
191 (X = 337 pm) which covers the range of 107 8 to 5.1020 e m- ' in our experi-
mental conditions (P1 = 1.5 torr), Fig. 2 is an example of the observed signal.

shock luminous contact
-i front front surface

I
4l

_J L 50 ps 10 s

Fig. 1 Schlieren oscillogram Fig. 2 Submillimeter interferometer
, M =10 P, 1.5 torr response. The lower trace is the conti-

,:' nuation of the upper trace
.M = 9 P, = 1.5 tort

' It shows the shift of the fringes and the absorption of the electromagnetic wa-

ve, from which the effective collision frequencies V)eff. and the effective plas-
.- ma frequencies Peff. can be determined. Using Frost and Phelp's data 181,

Coulombian crors sections and Maxwellian distribution functions, we have compu-

density must be easily determined. Fig. 3 is an example of the variation of
Veff./NO and Ne versus time for M = 10. Unlike the smooth variation of Ne, the
effective collision frequency is not a monotone function 161. Fig. 4 is an
attempt at the determination of the variation of Te from the experimental values
and the theoretical results of computation concerning a and Veff./No. Note that
near a 10-3 it is rather difficult to deduce Te from experimental data (curve
with stars) which are furthermore determined with a large uncertainty.
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Fig. 3 .,Density and effective collision Fig. 4 An attempt at the determi-
frequency profiles obtained with the sub- nation of the electronic temperatu-
millimeter interferometer. re from the experimental values of

o and Veff./No.

It must be emphasized that the electronic density gradient is sufficiently
weak to allow an accurate measurement of Ne.

THEORETICAL RESULTS, COMPARISON WITH EXPERIMENTAL RESULTS

The flow is assumed to be steady and one dimensional in shock coordinates.
In the relaxation region, dissipative and radiative effects are neglected, and
moreover, the velocity distributions of the atoms and of the electrons are
assumed to be maxwellian. The local characteristic temperatures of these dis-
tributions, respectively TA and Te, can be determined by means of the Rankine
Hugoniot's relations supplemented by the electronic energy balance equation.
Using a similar model as the one presented by Wong and Bershader Ili we have
computed the growth of the electronic density behind a shock front. We have
theoretically verified that the production of electrons by inelastic collisions
between atoms is preponderant only during 30 % of the total relaxation time and
therefore the products PIT are weakly depending on PI and are principally depen-
ding on M. Fig. 5 shows the measured values of product PIT as a function of
I/TAO or M, for initial pressures 1.5 torr and 10 torr . Solid curves are theo-
retical curves computed with two values of the inelastic cross sections;for cur-
ve (1), they are those of Chubb 151 and for curve (2) they have been increased
10 times. For M > 14, there is a reasonable agreement between experimental and
theoretical results. This is more doubtfull within the range 10 < M < 14 where
the experimental values agree with the computed one using Chubb's cross sec-
tions for PI = 10 torr and these values increased 10 times for P1 = 1.5 torr.
When M < 10 the discrepancy is. complete. Moreover, a further increase of the
cross sections is unable to reduce the discrepancy, as a consequenceof the con-
comitant decrease of Te. Comparing our experimental results with those published
by other authors, we can notice that the products PIT are nearly almost the same
when P1 is the same, Roth's results excepted 191. But their ranges of Mach
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number or initial pressure P1 are often narrow. Without doubt, our results
show that the product PIT depends on PI.

Fig. 6 compares the experimental electronic growths with the theoretical
profiles computed with the Chubb's cross section increased 10 times. The discre-
pancy is an obvious fact, especially at the end of the relaxation zone where the
inelastic eA collisions are theoretically the most efficient to create electrons.
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Chubb's data increased 10 ti-mes

DISCUSSION

Effects of impurities have been involved to explain the discrepancies bet-
ween experimental and theoretical results concerning the product PT 121. Ex-
periments carried out with other rate of impurities show that they have an
important effect upon the ionization rate at the beginnin of the relaxation
zone, but if the impurity level is less than 1 part in 10 , the rate of elec
tron Production is not altered in the zone where e-A inelastic collisions are
prevailing. Moreover the relative variation of the total ionization time is
below 30 %. Therefore, even if the amount of impurities is about 10-3, the
effect of these impurities is unable to explain the observed discrepancy con-
cerning the product PIT.

We have sought an explanation in looking at phenomena negJ.cted in the
above presented theoretical model. The photoexcitation of atoms by resonant
lines emitted by the equilibrium zone has been found to have the most important
effect upon the rate of ionization.
beo10%.Teeoree i hmonfimuiissaot_0 3 h
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Fig. 7 and 8 compare the efficiency of this process (curves 4 and 5) with
that of collisional processes (curves 2 and 3). The rate of the radiative exci-
tation to the level 1S4 and IS2 is computed according to Biberman's scheme
[101. The experimental geometrical size of the plasma is taken into account,
which explains that the arrival of the equilibrium zones occurs at a time T
smaller than the theoretical one appearing on curves (2) and (3). However it
can be noticed that smaller is the Mach number more important is the effect of
the photoexcitation. Nevertheless the total computed rate of electron produc-
tion is still much smaller than the experimental one (curve 1).

Me
Dt M.1O DNe

Dt .04

II

tD0 1029,

112 t( 0 .) 003 t( .)

Fig. 7 and 8
Comparison of the efficiency of some processes creating excited atomsI: Curve (2) by inelastic A-A collisions

Curve (3) by inelastic e-A collisions
Curve (4) by photoexcitation to the level 1S4

Curve (5) by photoexcitation to the level IS2
Curve (1) Experimental rate of electron production

CONCLUSION

In order to fit experimental and theoretical results concerning the pro-
duct PIT, many authors change the inelastic cross sections they introduce in
their computation. An increase of the A-A inelastic cross section may be justi-
fied to allow for the effect of impurities at the beginning of the relaxation
zone, but it seems difficult to justify all increase of the e-A inelastic cross
section. Moreover we have shown that this procedure is inadequate to explain

our experimental results concerning not only the relaxation time but also the
profiles of the electron growth.

Consequentl we think that nothing but a change in the electron velocity:' :: " distribution 11I1T can explain such experimental results.
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Reactions A + A2 A+ + A + e

A + A 4 A 2 + e

*j
A* + e - A +e

+
A +e + e A +e

could be liable to create "hot electrons", i.e, electrons having an energy as
high as 4 to 9 eV. We think that the energy of these hot electrons is not imme-
diately distributed to other electrons by elastic e-e collisions and therefore
that phenomena involves a total distribution function composed of a maxwellian
body like the one calculated previously and a perturbation in the range of
higher energy like the one observed in post discharge experiments 1121. Coeffi-
cients of overpopulation of electrons in the tail of 20 (M = 10) and 400
(M = 8.4) enable to check our experimental results. A rough preliminary compu-
ted model 1131 to understand the formation of this tail is not yet satisfying
but we expect better results in the next few months.
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NUMBER DENSITY OF THE 5s STATES DURING THE

IONISATION RELAXATION OF SHOCK HEATED KRYPTON

Th. Zaengel* and W. Bdtticher

Institut fOr Plasmaphysik
Universit9t Hannover

Callinstr. 38, D-3000 Hannover, FRG

The number density nn of the first excited level
of krypton has been determined during the ioni-
sation relaxation by time resolved absorption
spectroscopy of the Kr I line is5 - 2p9 at
X= 811.3 nm. Using a I m grating monochromator
and a pulsed continuous background light source
densities 2 . I015 m- 3 < n < 2 * 101 M-3 could
be measured. The electron Rensities were measured
simultaneously with a 4 mm microwave interfero-
meter from ne = 2 * 1018 m - 3 to ne = 4. 1019 m - 3 .
We used a diaphragm shock tube of 52 x 52 mm2

cross section and 6 m lengths and investigated

shocks having Mach numbers ranging from M = 12
(p1 = 4 Torr) to M = 8 (p1 = 40 Torr). The shock'tube was evacuated by a diffusion pump. Gassing
introduced an impurity level ranging from 7 ppm
(p, = 40 Torr) to 70 ppm (p, = 4 Torr). The test

gas was Kr 4.0. The experimental results are com-
pared to model calculations in order to deduce
effective cross section constants Cjk. The reac-
tion kinetics was modelled by a modified two step
ladder-climbing model under the assumption of a
maxwellian distribution function of the electrons.
The excitation cross sections were written as
Q = Cjk(Erel - Ejk). The gas flow was calculated
in the heat bath approximation using a program by
F. Demmig, which takes into account the instatio-
narity of the shock and boundary layer.

INTRODUCTION

The ionisation relaxation of shock heated rare gases has been
investigated many times. Usually the relaxation of the electron
density ne(t) is measured and one tries to reproduce the measure-
ments by model calculations. It has been shown by Harwell and Jahn
(ref. 1) that the ionisation rate he is determined by the effec-
tive excitation rate of the first excited levels, which in krypton
are the four 5s levels. Although there has been a considerable

*Now with PHILIPS Research Lab., P.B. 1980, 5100 Aachen / FRG
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refinement in the gas dynamic and reaction kinetics models
(ref. 2,3), there is still a considerable scatter of the excita-
tion cross sections derived from comparison of the measured data
with the model calculations.

We believe that the main reason for this situation are impu-
rities which influence the ionisation in the very beginning of
the relaxation. We have found changes up to a factor of two by
using different krypton bottles all specified by the suppliers
to be Kr 4.7, i. e. to contain only 30 ppm impurities (ref. 4).
As Kr 4.7 is the purest krypton available commercially, one
should have this in mind, when discussing cross sections evalua-
ted from measurements of the ionisation relaxation in krypton.

In the present work we investigate the excitation rates by
atom-atom and electron-atom collisions from the 5s levels into
higher levels. The effective rate of these processes determines
the population density ni(t) of the 5s levels. Therefore, it is
necessary to measure n1 (t). We have done this by time resolved
absorption measurements of the Kr I line is5 - 2 p, at X = 811.3 nm.
The ionisation rates were measured simultaneously using a 4 mm
microwave interferometer.

For the model calculations we used the gasdynamic model of
Demmig (ref. 3) and a modified two step ladder climbing model.
It was not necessary to use the multi-step model of ref. 3 as we
were not interested in the population of higher excited levels.
We did not use the much more complicated model of Meyer-PrU1ner
and Demmig (ref. 5) as we have, up to now, no experimental proof
whether strong deviations from a maxwellian electron distribution
function really occur.

SHOCK TUBE AND SHOCK SPEED MEASUREMENT

&The shock waves are generated in a hydrogen driven diaphragm
shock tube of 6 meter length and a quadratic cross section of
52 x 52 mm2 , which has already been described in ref. 6. The tube,
made of aluminium, is evacuated by an oil diffusion pump to a
rest gas pressure of about 10- 5 Torr before filling it with the
test gas. The impurity levels calculated from the measured pres-
sure rise during the first 60 s after shutting off the pumps ran-
ged from 70 ppm (p, = 4 Torr) to 7 ppm (PI = 40 Torr). Due to a
fast handling system it was always possible to make the measure-
ments during this time interval. The test gas used in the pre-
sent investigation was Kr 4.0. The most important specified impu-
rities were Xe (60 ppm), N2 (20 ppm) and H20 (5 ppm). The loca-
tion of the absorption measurement Xm, is situated 3.217 m behind !
the diaphragm whereas the beam of the microwave interferometer
crosses the tube at Xm2 = 3.265 m behind the diaphragm.

The shock speed is measured by a laspr beam deflection
method. Eight equidistant beams of He-Ne lasers cross the shock
tube perpendicular to the flow direction and will only illuminate
the photodiodes if the beams are deflected by the shock. The am- I
plified signals of the diodes start and stop a 7-channel 10 MHz-
counter, displaying the times Ati between two successive pulses.
The maximum error in the determination of the time the shock

Their distances xi can be defined with an error of < 0.1 %.
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DIAGNOSTICS

The set-up for the absorption measurements is shown in fig.l.
As background light source we used a pulsed capillary discharge
developed by Kusch (ref. 7). The flat current pulse of 8 kA and
about 200 ps duration was generated by discharging a matched
transmission line. The capillary CP was a 2 mm diameter bore in a
lucite plate of 8 mm thickness, which was replaced after each
discharge in order to get reproducible light pulses. This discharge
emits end-on a reasonably flat pulse (fig. 2) of continuous radia-
tion with a radiation temperature of 36000 K (ref. 7). In order to
protect the condensor Li from the intense plasma beam exhausted
from the capillary a thin glass plate GP is inserted, which had to
be replaced after each discharge. Li images the capillary into the
centerplane of the shock tube ST with a seventeenfold magnifica-
tion. This plane is imaged by L. and L 3 onto the entrance slit MS
of the monochromator giving an image of 10 mm diameter. The slit-
width being 10 pm only this part of the radiation which has
passed a plasma slab of about 0.4 mm by 35 mm enters the monochro-
mator, i. e. the spatial resolution in the direction of flow is
0.4 mm.

CP L? W ST W L2 F L3

| III
6P 

f

Fig. I - Optical set-up (not to scale); f, : 7 cm; f2  40 cm;
f3 = 12 cm; W: Windows; F: Filter blocking; X < 680 nm.

The monochromator was a 1 m grating monochromator (McPherson
2051) with a 1200 line/mm grating, which was used in first order.
The lens diameters were chosen so as to illuminate the whole gra-
ting area of 102 x 102 mm 2 in order to ensure maximum resolution.
The measured resolving power at X = 811.3 nm using 10 mm high and
10 pm wide entrance and exit slits was X/AX = 5.8 - 10". It turned
out that it was extremely difficult to set the wavelength scan-
ning system with an accuracy corresponding to the resolving power.
The stability was so bad that the adjustment had to be checked*

V immediately before and after each run of the shock tube. A small I
* mirror inserted into the monochromator near to the exit slit fo-

cussed a broader band of the continuum near to X = 811.3 nm onto
a fibre light guide. Thus the emission of the background light
source could be monitored (signal R in fig. 2). Both the radiation
transmitted at X = 811.3 nm (signal T in fig. 2) and the reference
continuum were recorded on an oscillscope (Tectronix 5113) using
photomultipliers with extended S 20-cathode (EMI 9659 B). The 4
plasma emission I as defined in (4) was determined in a second
shock tube run un~er the same gasdynamic conditions. As the ampli-
tude of the emission signal showed some variations from run to run
it was normalized to that part of the absorption oscillogram in
which Itr - Ie " Ie (i. e. there is 100 % absorption).

The electron density was measured by a schlieren compensated

II
- * -
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Mach-Zehnder microwave interferometer working at 70 GHz, which
was developed by G. Meinhold (ref. 8). The set-up can measure
electron densities from 2 1 018 m -3 < ne < 4 . 1019 m - 3 .

.. .. Fig. 2 -

__ First run:

T z= I from equ. (2);

Ii * ii  R: reference continuum.

t !.I -t - - Second run:

L __ - - - -E - I fom equ. (4);II e
R- R' = reference continuum.

t2 : arrival of shock front

."t 3 ... t': 100 % absorption

.T ) R(t) T, 2 /T--12

T-i 12 mean value tI.. t
I I t 30 vs/Div

t I t2  I

DATA REDUCTION

The radiation IX,tr(A) dA entering the monochromator in the
wavelength interval dX is given by

I Itr() dX = [x,O(X) e-T(X) + (i -eT( X )) SX(X) dX. (1)

If the absorbing plasma is homogeneous along the line of sight,
i. e. perpendicular to the flow velocity, T(X) = k(X) 1 1 is the
optical depth, SAC)) the source function and IXo(X)the intensity

of the background light source.

The intensity leaving the exit slit is given by

I :O Z() I tr(X) dX (2)tr =OfXt

where Z(X) is the apparatus profile with f Z(X) dX 1. Combin-
ing (1) and (2) one gets

Itr (X )  Z(X) e- T (A) dX + I where (3)

Ie  f Z(X) (1 - e- '(M) SX(X) dX (4)

* is the radiation which would leave the monochromator if IX, 0 = 0,
i. e. I is the plasma emission without background light source.
In writing (3) it was assumed that I6 :o(A is constant in the
small region around X0 where Z(X) "

If the absorption is due to only one line transition the
* optical depth is connected to the population density nn of the

lower state of this line by

_ __i
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Tre 2  x20 O
t(X) = k(X)1 0 f n P M)1. (5)

Me 2  mn n J)1
e 0

where Px(X) is the line profile with J Px(X) dX 1.

From the measured PMT outputs one gets

I -I etre Z(X) e- [(X) dX (6)

and has to calculate numerically rhs of (6) in order to determine
nn. This can be done only if Z(X), PX(X), 1 and fmn are known.

Z(X) has been measured by scanning the monochromator over
the emission line of a low pressure krypton discharge lamp emit-
ting a line with a width much smaller than the width of Z(X). The
profile was not very constant or reproducible, therefore, always
the Z(X) determined for the individual run was used.

The line profile PX(AX) was taken to be a Voigt profile given
by ref. 9:

AX = X - X0 ; AXDO = x /C /2kTa/m a

H(a,v)

P x(AX) = (7
PrX A AxDO v = AX/AxDO ; a = y/ 2AXDO

The collision broadening is under the conditions of this report due
to van der Waals broadening only. The damping constant y which
gives the full half width of the dispersion profile has been mea-
sured by B.-H. MUller similar to the method used by Vaughan
(ref. 10). For A = 811.3 nm we got with an error of ± 20 %

y = 12 mR (T a/295)'3 n a 10
-
18 cm 3 . ()I

According to theory the line shift was taken to be AX = y/2.75.

For the oscillator strength fmn 0.5 was used.

Fig. 3 shows nn(XmWt) evaluated for a number of runs. The
runs are characterized by the temperature Tao and the groundstate
number density nao obtained from the Rankine Hugoriot equations of
an ideal gas using the shock front velocity measured at Xmi*

No. T ao/K n ao/1024 m-3  No. T ao/K n ao/1024 m -3

1136 13310 0.755 1084 9540 1.27

1135 13100 0.757 1087 8840 1.62

1079 11200 0.756 1150 8070 3.69

558 10450 0.844 1091 8390 2.00

565 10350 1.09 1154 7100 4.80

1099 10900 0.504 1093 7860 2.49
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10 19- 58 1099 1087
1135 565 04 157150

1136 1079

7018 _109?

1154
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Fig. 3
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MODEL CALCULATIONS

For the calculation of the time dependent population densi-
ties nn (xm;t) and the electron densities ne(Xm2;t) one has to I
model the gasdynamic flow as well as the reaction kinetics. Gene-
rally both processes interact. In the heat bath approximation,
which is used here, this interaction is neglected by setting
ne = n. 0 in all gasdynamic equations. Most sensitive to this
neglec ion is the caloric equation of state

hp = 5 (na + 2 ne) kT + ne Eion

The temperature related to hp is higher if one sets ne = 0. In
all our experiments ne/na < 2 % 103-. This gives for Eign
14 eV and kT = I eV a maximum error of + 1.5 % in T. This in-
creases the excitation rate of the first quasilevel by about 15 %
which is well within the limits of accuracy of our experiment.

Our gasdynamic model was developed by Demmig and has been
described in ref. 3. In the present application we used a program
which included the boundary layer as given in ref. 3, but des- -
cribed krypton as an ideal gas, i. e. all collision cross-sections
were set to zero. This calculation gives the path xF(t) of a fluid
particle F and na(xF(t)) as well as Ta(xF(t)).s' .1,
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Using these data the reaction equations can be integrated
along xF(t) from tFo to tFm. tFo is the time when F enters the
shock front. tFm is the time when F passes the point of observa-
tion Xm, i. e. xm = xF(tFm). Doing this for a number of fluid
particles produces nn Xmi;t) and ne(Xm2;t). The advantage of this
procedure is that it is easier to use different models of the
reaction kinetics.

The reaction kinetics is approximated by a modified two-step
ladder climbing model. The first quasilevel QL 1 (El = 10.18 eV)
is formed by the four 5s states. The second quasilevel QL 2 (E2 =
11.99 e"T) by the 5p and 4d states. We assume that the ionisation
rate fie is equal to the effective depopulation rate of QL 1, which
is described by the collisional rates between QL 1 and QL 2. This
assumption is equivalent to the assumption that

dn e  dn.

>> d The rate equations are thus given by
: 2

?, + e a R0  (Ta) + nena ReI (T) (9)e a )+ 0 e

n na R a, (Ta) + n n R 2 (T) (10)

The deexcitation rates as determined by detailed balancing are
under our conditions negligible. In calculating the deexcitation
rate 2 l 1 it was assumed n 2 is in PLTE with ne. For the coeffi-
cients R~k we have chosen the form valid for a Maxwellian distri-
bution and a cross-section given by

k : jk (Erel Ejk)'

which gives

RP = ak Ck (8 kTp/7rmP/ k(E + 2 kTp) e-Ejk/kT (11)

jk k k (Ep eijk/

where mp = 0.5 mKr if p = a and mp m ifpe
eK1;ra a

Ejk excitation energy; ajk i; a, 12

Erel= mp g 2 /2 = relative kinetic energy.

The electron temperature T was calculated by integration of the
electron energy balance (1 ) along xF(t):

3 DO0 au 3 me
(kTe) + kTe 0- -m k (T - Te) (v +vei)- R E

a e ea ei a 01

n, R,2 (E. -E + 2 kT (12)

The elastic electron-ion collision frequency vei is small compared
to Vea" We used the value given by Spitzer in ref. 11.

Pea
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The elastic electron-atom collision frequency Vea(Te) was
approximated for 6000 K < T < 15000 K by

Vea : na • V8 kTe/fme • (8.8 10- 24 (Te - 3000))m 2 . (13)

The cross section Q a (T ) used here is related to Q'.1 (Te) given
by Devoto in ref. I by %a 1.5 Q .

In order to calculate n_(X = 811.3 nm) from the population ni
of the first quasilevel it is assumed that the population ratios
of the four 5s levels are given by Boltzmann relations with T = Ta.
This results for 7000 K < T < 14000 K in

n, = nn 1.85 ± 6 %.

RESULTS OF CALCULATION

By variation of the four cross section constants we tried to
find a set which reproduced the measured values. The calculated
electron densities (ne(xm2;t)) were not sensitive to the choice
of ca,e. The values of Cale thus represent a fit to our ne measure-

ment S. Using these values we fitted C1e to the measured values
nl(xml;t). The calculated values were mainly determined by C01/CaI2
and Ce /Ce2 . We found that all measurements can be reproduced by
the calculations within 0.4 < n, (calculated) / n, (measured) < 1.6
by the set of cross-section constants:

S10 -  (± 10 %) m 2 /Ws

Col 0.75

Col 6.6 x 10-  ( 30 %) m 2/Ws

C 1 2  7.0 × 10-2 (± 10 %) 2 /Ws

C 2 1.0 (+ 50 %) m2/Ws

DISCUSSION OF RESULTS
a' e

The most interesting results are the ratios C12 /C0 1 of the

cross section constants. We find

a a e e~C12/Coj = 62 • C12/Coj.

This implies that during the relaxation the excitation 1 2 is
still dominated by atom collisions, when the excitation 0 1 1 is
already dominated by electron collisions.

e
*! The value of Cc, found here is in good agreement with the

cross section determined from measurements of the first Townsend
coefficient by Specht et al. in ref. 13. For temperatures
6000 K < Te < 10000 K the rates calculated from this cross sectionare reproduced by (11) setting C 1 = 5.4 • 10- m3/Ws.

The electron excitation rate 1 - 2 resulting from our cross
section is about a factor of 10 smaller than the rate calculated
from the Born cross sections calculated by Hyman in ref. 14. At
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present we cannot explain this 3arge difference. We believe that a
much more refined model of the reaction kinetics is necessary to
answer this problem. We want to emphasize that the present cross
sections are fitted to describe the measured time dependence
nl(xml;t) and ne(Xm2;t) by the modified two step model.

The results of an improved model should be compared with
more reliable experimental data of n1 (t) and ne(t). We are prepar-
ing absorption measurements using a single line CW dye laser as
background light source in order to avoid the difficulties of the
monochromator and the emission correction. Additionally the range
of ne measurements will be extended to ne = 8 •O m- 3 by using
a HCN laser interferometer.
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COLLISIONAL EXCITATION AND IONISATION OF NO

BEHIND SHOCK WAVES

H.P. Richarz, A.E. Beylich, H. Grbnig

Institut fur Luft- und Raumfahrt, Stowellenlabor

RWTH Aachen, West Germany

Experimental and theoretical studies of NO y band
emission from shock front-near regions in NO-Xe-
mixtures (NO-concentration 5 % - 12 %) are per-
formed. The basis for experiments is an UHV-shock
tube (9 < M S< 11; 5,4 < pl/mb < 10,2; i.d. 96 mm).

To interprete the time history of NO y radiation

a detailed theoretical model is set up, including
vibrational, chemical, and radiative relaxation
processes. The excitation of the NO A 2Z+ state
is described by a modified collision theory, con-
sidering 11 vibrational levels of the NO X 21
ground state, and 8 vibrational levels of the
electronical A 2F+ state.

yo(2260 A)-, y1 (2147 A)-, y 2 8 (2045 A)-radiation
i calculated; the best fit 8f computed time
history to experimental data allows to determine
the inelastic cross sectional slopes near the
threshold of NO-excitation and -ionisation by Xe
and electron impact, respectively. The following
cross sectional slope constants are obtained:

S*~e = 7,0 .10 - 1 7 cm2/eV

SNOXe*  1,8 10"21 cm2/eV I
SN.Xe 2,1 10-22 cm2/eV

(The excitation is denoted by an asterisk, the
ionisatlon by a plus sign) I
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Introduction

In connection with spectroscopic studies of the relaxation zone of
shock heated NO-Xe mixtures at wave lengths from 2000 -2300 A the
following phenomena are observed: Up to shock Mach numbers of 5-6
typical absorption records were noticed with a sharp decrease of
intensity due to the density jump behind the shock front and a
subsequent slight increase according to the vibrational re-
laxation'. Heightening the Mach numbers the absorption jump still
occurs, followed by a faster intensity gain due to the onset of
emission from the heated gas. The time interval between shock arri-
val and noticeable radiation becomes shorter with increasing Mach
numbers. From Mach numbers about 7 - 8 the emission dominates and
no absorption signal is detectable, not even at the shock front:
Immediately behind the shock front the radiation intensity rises
to a sharp maximum and then decreases quickly to its equilibrium
value (e.q. Fiq. 1). Similar radiation overshoots were previously
observed by ot er authors 2''. In some cases this seems to be due
to band emission of carbon radicals like C2 , CN, CH generated by
decomposition of impurities (e.g. pump oil, sealing material) in
the shock tube. In order to avoid formation of carbon compounds in
the present experiments, an all metal sealed UHV (Ultra-High-Va-
cuum) shock tube is used, where the UHV is generated by an oilfree
turbomolecular pump.

Additionally are performed experiments in pure Xenon and in mix-
tures of Xe with 02, N2, and N2 -02 in the same Mach number range.
In these cases no comparable luminosity close to the shock front
is observed. This leads to the conclusion that the strong U.V.
emission of NO-Xe mixtures in the front-near region is a specific
NO process due to the nonequilibrium excitation of upper electro-
nical states, especially the NO A 2E+ state (according to the cho-
sen wave length interval).

Experimental method

The experiments were carried out in a 96-mm-i.d. stainless steel
UHV shock tube. High pressure section (1,98 m) and low pressure
section (6,28 m) are independently to be heated up to temperatures
of about 420 oC. The lowest attainable pressure is 10 8 mb, the
combined leak and outgassing rate is generally less than 10- 6 mb .l.

s
The speed of the incident shock waves is measured by means of a
schlieren method. A laser beam is divided up into four parallel
and equidistant beams (Fig. 2), which cross the shock tube normal
to the axis. Each of them is focused onto an adjustable knife edge
in front of a photo diode. The beam deflection within the incoming
shock wave is detected by the photodiodes, which trigger the coun-
ters and the oscilloscope. The uncertainty in measured shock speed
is less than 1%.

The center line of the optical test section passes the shock tube
axis in a distance of 4,40 m from the diaphragm. For applications
in the near ultraviolet fused silica windows are used to extend
the spectral range down to about 16tO A. Time-resolved measure-
ments of the spectral intensity behind the incident shock in the
wave length-interval 2000 A < A < 2300 A are obtained by use of a
0,75 m Czerny-Turner grating monochromator (Jarrell-Ash; blaze

wave length of grating: 2400 A), and a photomultiplier (EMI 9635
QB with bialkal photocathode), the quantum efficiency of which is.... independent of wave length in the spectral range of interest. i
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A 200 W deuterium lamp (Original Hanau), producing a continous
spectrum in the near U.V., serves as the light source for absorp-
tion experiments. Its intensity maximum occurs at 2200 A, the
decrease in intensity at wave length between 2000 A and 2400 A is
less than 8 %. With absorption measurements the point of maximum
emittance is focused onto the entrance slit of the monochromator.
In the case of emission measurements the radiating volume element
at the shock tube axis is focused onto the entrance slit.

High purity laboratory gases are used: Helium (99,996 % purity,
main impurities: Ne, N2 , H20) as driver gas; N2 (99,999 %; Ne, Ar,
H2 0), 02(99,995 %; N2 , Ar, H20), Xe (99,997 %; Kr, N2 ), and NO
(99,9 %; N2 , N20, N02 ) as test gases. All of them are dryed prior
to application in the shock tube experiments.

Theoretical treatments

At temperatures, at which double ionisation is still negligible,
shock heated NO-Xe mixtures essentially contain the following
species: Xe, Xt, NO, 02, N2 , 0, N, NO

+ , N+ , 0+ , N2, Of, e, NO2,
and N20, according to the equilibrium reactions (1) - (11):

- Equilibrium reactions Nonequilibrium reactions
(activation energies in parantheses)

Xe . Xt + e (12,13 eV) (1) NO,. + M + LE 'I *. NO, , - M (12)

NO N + 0 ( 6,50 eV) (2) NOv,, + N + AE,.D - N + 0 + M (13)

NO - NO
+  
+ e .( 9.26 eV) (3) NOv. + M + AEv,, NO*, . M (14)

02 0 + 0 ( 5,12 eV) (4) NO,, + N + AE ,, , NO
'
, + e * M (15)

N
2  

- N +N 9.76 eV) (5) NOv. + + AE: , NO+, + e * M (16)
0 + + e (13,61 eV) (6) NOv,, + M + A*v,, i .

N N
+  

+ e (15,53 eV) (7) NOv. + hVv,,. . NO, (18)

2 N+ + (15,58 eV) (8) N + 0 + 2.77 eV j NO
+  

+ e (19)

02 -z_ 02 (12.07 eV) (9) N 2  + 0 2 + 1.88 eV = NO + NO (20)

N02  zi- NO + 0 (3,11 eV) (10 NO + 0 + 1.38 eV N + 0 2 (21)

168 eV) (11) N + 0 3.26 eV NO + N (22)

02 + M + 5.12 eV z 0 + 0 + M (23)

N2  + M + 9.76 eV N + N + M (24)

Xe + M + 8.31 eV Xe + M

X. (25)
X + M + 3.82 eV x- X; . e (

Xe + e + 12.13 eV -_X4 + e e (26)

At low initial NO-concentrations, reactions (6)-(9) have a very
poor influence to the gas composition (e.g. a NO-concentration of
12 % at a temperature of 10000 K provides a number density ratio
no+/n + of 3 O/oo ; in consequence of the low 02-dissociation
energ3e the formation of Of-ions is unimportant, too). Already at
low temperatures the (aicentrations of N0 2 and N20 are small com-

L pared with that of N2 and 02; so the reactions (10),(11) may be
neglected in the temperature range of interest.

'IFor the treatment of nonequilibrium phenomena behind the shock
wave we assume: 1. Translation and rotation are everywhere in in-
stantaneous equilibrium at a local translation-rotation tempera-
ture T. 2. The rate velocity of any chemical reaction is go-
verned by the local gas state.
The approach to equilibrium in shock heated NO-Xe mixtures with



1522) Richarz et al.

particular respect to the excitation and deexitation of the dif-
ferent vibrational levels of the electronical NO 2E+ state is de-
termined mainly by the nonequilibrium processes listed above.
The vibrational level in the upper energy-state is denoted by v',
the lower one by v". M symbolizes atomic or molecular catalysts
(in reactions (14)-(17) also an electron), e an electron. Disso-
ciation, excitation, and ionisation are indicated by D, an aste-
risk, and a plus sign, respectively. The rate constants of reac-
tions (13), (19)-(26), quoted from the literature, are listed in (5)
as is a detailed deduction of the mathematical expressions for re-
actions (12)-(18). The basic ideas will be summarized subsequently.

Reaction (12) characterizes the vibrational relaxation of NO mo-
lecules in the NO X1 ground state. Under certain conditions (har-
monic oscillator, initial nonequilibrium Boltzmann distribution,
assumptions 1. and 2. given above) the vibrational relaxation can
be described in terms of a local "vibrational" temperature T
which is different from the local translational-rotational tape-
rature T 6

Reaction (13) describes the NO dissociation with regard to the
vibration. Using the CVD (Coupling of Vibration and Dissociation)
model 6 with its basic assumption, that dissociation can occur
with equal probability from any vibrational level, the inherent
rate constant, quoted in Table 1, is to multiply with

1 1-exp [- Nv(Ov/Tv - ev/T)] exp (Ev/Tv) -1XT9)=-ff-- (27)
NV exp (Ev/T v - Ov/T) - 1 exp (Ov/T) -1

N is the number of vibrational levels including the dissociation
Slvel, E = hcw /k is the characteristic vibrational temperature
of a haronic oAcillator. (NO: 0 = 2740 K, N = 29)

Reactions (14), (15) and (16) are related to the excitation and
the ionisation from the ground state, and the ionisation from the
excited state (Fig. 3). We first deal with the transitions from
a vibrational level v" of the ground state to a vibrational level
v' of an excited state. It is assumed, that the harmonic oscil-
lator approximation is valid. The minimum excitation energy
C* = k O* is supposed to be equal to the energy difference of the
0,0-transition; AE* = hc .* = k G* is the energy difference of
adjacent vibrational levels In the 4xcited state. The rate of
transitions due to collisions that involve a relative transiti-
onal energy c* + 1 Ae* < c(l) < c* + (1+1) Ac* can be ex-
pressed in the form I

dnvi,1 1 nv
* (I M) - Z - !.l) - Z(1 +1) (28)(T )(I = v v Z n (8

Here are 1 = 0,1,2... an integer control variable, Pn., (IM)
the fraction of collisional events, involving an energy v v'(l), that results in a transition v" - v'. The values of P*1"v'

are in general different for different catalytic particles.V

Z is the bimolecular collision rate, [Z(I)-Z(1+1)] /Z the frac-
tion of collisions involving an energy e(l), n the number den-
sity of the considered molecules in the ground state, and n v./n
the fraction of molecules in the vibrational level v" .
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At collisional energies E(l) only a limited number of vibrational
levels in the excited state are within reach. The quantum number
of the uppermost level shall be denoted by x* (Fig. 4). We set

norm
I= P,,( ,M) -qn rm(]) (29)

P*,,(I,M) is the fraction of collisions with an energy c(l), that

r~sults in a transition from the vibrational level v" of the
ground state to any attainable level in the eycited state (v' x*),
q ,, ,(l) is a modified Franck-Condon factor and gives the proba-
b lIty of a transition from the given v" to a certain v' for the
specified electronic transition. It obeys the relations

norm x* norm
qv1v ' ( l )  = q "v' / Z'= qvIv' ; q v1v ' l )  = 0 if v' >x* (30)

with x* = Int (I+v"Ac/A.*). The further process is based on the
assumption, that the probability of an electronic transition is
independent of the momentary vibrational state of the molecule.
This assumption is made in consequence of the Born-Oppenheimer
approximation, that postulates complete separation of nuclear and
electronic motions. Thus we get

norm' ) ,( 1

P*"v (lM) = P*(l,M) qno0 (31)

' nodnu' v  rm Z(1)-Z(l+l) n" 32

S)( P*(,M) q ,V 11 (1) LZn (32)

The excitation or ionisation of an atom of species Y by electron
impact or heavy particle collision may be described by the ex-
pression

= nY v(\1)f a (v) v f(v) dv (33) (
Excitation or ionisation from the ground state is denoted by an
asterisk, wlTle M indicates the colliding particle. , the
symmetry factor, is 1 for M t Y and 2 for M EY. The Maxwell dis-
tribution function f(v) dv is related to the relative velocity v
and the reduced mass p of the colliding pair; the dependence of
the excitation (or ionisation) cross section o*(v) on the relative
velocities is known as the excitation (or ionization) function for
a number of atoms and molecules. Near the threshold the cross
section frequently depends linearly on the energy of relative
motion:

a*(V) = S*(e-E*) ; S* = konst (34)

with e = 1/21iv2 . Substituting this quantity into (33) we find a
relation, that describes the excitation (or ionisation) of a two
level system by collisions with particles of thermal energies
(i.e. energies, that slightly exceed the threshold potential).

A similar relation may be deduced from (32): At moderate tempera- I
tures, if Ac*/* O, and AC/*.O, equation (32) describes p
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approximately a two level system, too, with degenerate energy
levels. Summing over v', v", and 1 leads to

dn* P*(lM) Z Z(I)-Z(l+1) (35)
= l=0 z

If the summation is replaced by an integral we find by comparison:

S* ko*
P*(I,M) = P*(M) 1 with P*(M) aM v

a0o,M

where a denotes the gaskinetic cross section. Taking into
accountoH the finite energy differences between adjacent vibra-
tional states a more extensive computation shows that

S* k E)*
P*(lM) = P*(M) (1+c*l) with P*(M)-S M v  (36)

and c* = c*(G*/T, E*/T) 2 2 at temperatures T > 0v .v v - v*

Finally the transition rate for collisional induced electronic
transitions to a certain vibrational state v' is described by

dn, norm nyu----= P*(M) Z I (I+a* ) Z 1 ll) z I q vIv.,l n (37)

1=0 v

i and is valid for excitation as well as for ionisation, and for
transitions between excited states, too, if these states are
energetically wide spaced. The Franck-Condon factors of the tran-
sitions considered here are taken from ( (NO X 211, v", NO A 2 _+,v'

and from(8)(NO X 2 n, v" - NO+ X 1z+,v'). As a result of the+nearlyidentical potential shapes of NO A 2 1state, and NO+ X IE state,
resp., these factors are almost equal at corresponding transi-
tions. Thus, ionisation from the excited state is caused with
noticeable probability only by transitions with equal values of

Xvibrational quantum numbers. Simultaneous determination of all
probabilities (P*(M), P+(M), P*+(M)), defined by the above the-
ory, is not possible by the results of the experiments performed.
We proceed with the following simplifying assumptions: 1. Each
atomic and molecular species in the gas mixture possesses the
same effectiveness in excitation (or ionisation) of NO. The re-
sulting error is small at low NO concentrations. 2. The ratio of
the probabilities of excitation by electrons and by heavy partic-
les is equal to that of ionisation: Pe/P= P++ = e = W.

e M e M4 e 14
If these assumptions are valid, the rate constants of reactions
(14)-(16) are dependent only on 3 unknown parameters, W,
G e/Pe and P * which may be obtained by the aid of experi-
ments P s found from eq. (36) with the cross section andslope consttnt S+ given by Tate & Smith'.

Reaction (17) corresponds to the vibrational relaxation of the
excited NO molecules. Since we ask for the density numbers of the
individual vibrational states, we have to set up the master equa-
tions for each level P , the probability of the collision in-
duced vibrational - tr sition in the NO A 2Z+ state is a
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function of T and calculated from the measurements of Roth 10

Reaction (18) describes the number density change of NO molecules
in the ground state and in the excited state due to radiative
transitions. If the gas is optically thin, as in the present case,
only the backward reaction of (18) is important. The decrease of
population density of a vibrational level v' in an excited elec-
tronic state B by spontaneous radiative transitions to a vibra-
tional level v" in the ground state A may be calculated from

dnBv'/dt = - A(Av"• Bv') nBv' (38)

A(Av,, B')' the Einstein coefficient for spontaneous emission, is
related to the absorption oscillator strength fBA by

9A 81r 2e2 VAvBv' (39)m(Av", Bv') B me c
3  VAB BA

g g are the statistical weights, v is an average frequency
f te electronic transition. The vaies for f and v were
taken from Huber & Herzberg 11 and Bethke 12, rpectiv ty.

If the condition prevails, that the electron temperature T joins
the translational-rotational temperature T, the rate constants
of reactions (12)-(26) are functions of n., T , p, and t.
Supplemented by the conservation of chargis and articles the
mathematical treatment leads to a system of linear differential
equations, that may be integrated in conjunction with the appro- I
priate temperature and density variations, given by the shock
conservation equations.

ISince the number densities of the individual vibrational levels
of the excited NO A 2E+ state are now known as functions of time
(subject to the parameters mentioned above), it is possible to

IL' calculate the time history of y band radiation.
The detectable radiation intensity of an emitting self-absorbing~gas is given by

IV = a V (1-e V (40)
V

s is the optical path length, , and a are the emission and
absorption coefficients. The mathematical Vexpressions
EV = f(fBA' V V, q n T) and c = f(fBA qv,,v,,TvT)

are derived with reference to Kivel et al. 7 and Keck et al. 1 3

Results and discussion

To gain the optimum matching of computed radiation time histories
to the experimental data, the parameters W, G = P*/P+ , and P*+
are systematically varied (Fig. 5). From this we Sbtfin the
following cross sectional slope constants:

NO-e =7,0 i1 cm /eV t 18 %

S*oXe = 1,8 10-21 cm2 /eV t 24 %

iNOXe = 2,1 1022 cm2 /eV t 24 %
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The variation of P*+ by orders of magnitude has no effect on the
computed time histories.
The comparison of relative maximum intensities of measured and
calculated time histories within the indicated wave length inter-
val show a good agreement between experiments and theory.

The initial time history of y band radiation is mainly ascribed
to the excitation of the electronical NO A 2Z+ state due to col-
lisions of NO molecules in the NO X 2H ground state with neutral
bath-gas particles. The subsequent radiation course is based on
the increasing number density of atomic nitrogen and oxygen due
to the dissociation process

NO + M 4 N + 0 + M , (13)

followed by a short-time rise in production of free electrons by
the associative ionisation

N + 0 NO + + e (19)

The large excitation and ionisation cross sections for electron
impact cause the considerable rise of radiation intensity. The
final decrease in y band emission depends on the proceeding de-
cay of excitable NO molecules in the ground state due to reac-
tion (13).

The time lag between shock arrival and occurence of the intensity

maximum is severely affected by changes in the rate constant
values of reaction (19). Best fit to the experimental data was
obtained by use of the quantity reported by Lin and Teare'
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THE INVESTIGATION OF IONIZATION PHENOMENA

IN A 800 MM SHOCK-TUBE

Zhu Nai-y and Li Xue-fen

Institute of Mechanics

Chinese Academy of Sciences, Beijing, P.R.C.

The electron density behind normal shock

waves has been measured systematically in a 800
mm dia. shock-tube, over the range of P - IXI0"
-1 mmHg, Mo= 10-209 by the use of tha near-
free-molecular Langmuir probes, the ordinary
microwave transmission, and the special highly
sensitive microwave transmission and microwave

reflection methods, made by the authors. It is
found that the experimental results agree basi-
cally with the theoretical equilibrium predic-
tions. The variation of ionization relaxation
time with M is obtained, and it is in good
agreement w th the theoretical predictions over
the whole range of our experiment. Moreover, the
typical structure of ionization shock wave is
given.

INTRODUCTION

The phenomena of ionization in high temperature air have
been investigatdd systematically by many authors (Ref.1,2) and
the tables (Ref.3,4) of its thermodynamical properties including
the effects of ionization are being used broadly in engineering.

However, it is still a difficult task to exactly measure
the electron density in air at high temperature under variousconditions. It is well known that there exist the very complic-

ted ionization and many other chemical reactions in high tem-
perature air, and we still do not have a thorough understanding
about the mechanism of ionization. The information about ioniza-
tion of air below three or four thousand degrees Kelvin in the
tables of thermodynamical properties being used at present is
not quite complete, but the ionization of air in this range of
temperature is of great concern in practical engineering prob-
lems. Thus, there is the necessity to investigate these pheno-

, " mena further.
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THE EQUIPMENT AND THE APPARATUS

The equipment used is a shook-tube which is 20M long and
800mm in diameter. The structure and operating characteristics
of it was given briefly in ref. 5. In order to measure the elec-
tron density in air at high temperature, the following apparatus
was used:

The Near-Free-Molecular Langmuir Probe

The structure and the operating principle of this type of
Langmuir probe is described in ref. 6 . Its exposed part is
about 2mm long, 0.06mm in diameter, so the capability of its
time and spatial-resolution is fairly good, and it is used in
our shock-tube to measure the ionized shock structure and the
relaxation time of ionization processes.

The Ordinary 3cm And 8mm Microwave Transmissions

These two types of transmission measurement give reliable
values of electron density in high temperature air behind the
shock wave (Ref.7,8). Its shortcoming is that the spatial-reso-
lution is not very high, thus the results obtained can only be
regarded as some mean value. Moreover, the measuring range of
these types of transmission is very narrow. f
High Sensitivity Microwave Transmission And Reflection

The structure and working principle of this type of tran-

smission and reflection measuring equipment developed by the
authors, whose operating wavelengths are 3cm and 8mm was desc-~ribed in ref 9. The utilization of a crystal oscillator as a

microwave source makes the whole apparatus very convenient and
compact, and the utilization of mixing type receiver greatly
increases the anti-interference ability and the sensitivity of

. - measurement; their sensitivity is one or two orders higher than
that of the ordinary apparatus.

RESULTS

The variation of the ionization relaxation time measured
by the use of Langmuir probe in the air behind normal shock
waves as a function of Mach number Mo is given in Fig 1. The
curves on it corresponds to the dissociation neutralization
reaction

NO+ +e-- N + 0 + 2.76 eV ()

two values of rate constant are used respectly, for curve I

Ke = 3X10-3 T'-l2cm3 / sec (2)

for curve1/

Ke -9XIO~ Tu/ cm3 sec (3)
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According to their results of measurement in the reference 10,
A.Frohn et al. suggested that the commonly used rate constant
in eq. (2) must be increased by a factor of three, which is
shown by eq. (3) and by the dotted line in Fig.1.

However, according to the results obtained by the present
authors it is not necessary to make such a change. In our own
opinion the rate constant given in eq. (2) is still the best
approximation at present.

The variation of the peak values of electron density behind
normal shock waves with Mach number, corresponding to P=1=IIO

mmHg, 1X10-1 mmHg, 3X101 mmHg, I mmHg, is given in Fig.2. to 5.
These results are obtained using the apparatus listed in section
2 respectly, and are basically in good agreement. This proves
that the data obtained are reliable. Also shown in these figures
are the theoretical results in the often used tables of thermo-
dynamic properties (Ref.3,4). From these figures we can see that
the measurements are basically in accord with the theoretical
values.

The typical structure of an ionized shock wave is given in
Fig.6.
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The shock heated molecular beam technique was used to

obtain vibrationally excited oxygen, nitrogen and carbon mon-

oxide molecules. The vibrational distribution of these dia-
tomic molecules, in argon gas as the "carrier" gas of a shock
heated molecular beam, has been calculated by considering atomic

recombination and collisional excitation-de-excitation during

the expansion. The vibrationally excited molecules, which cor-
respond to vibrational temperatures Tv, in the range 1800 K to
7000K, are used to examine the role played by vibrational excita-
tion in both direct and dissociative electron impact ionization
cross sections, over a range of electron energies from 50-500
eV .

1. Introduction

The direct and dissociative ionization cross-section of vibrationally ex-

cited molecules by electron impact is not well understood at present. Further
understanding of the role of vibrational excitation on the ionization of mole-
cules has increased in importance as a result of recent developments in gaseous
lasers, plasma enhanced chemical vapour deposition for the production of solar

cells, impurity problems in nuclear fusion research, flame chemistry and the'chemistry of planetary atmospheres. There are few previously reported values
of such processes leading to ionization. Spence and Dolder I suggested that
the cross section for dissociatvie ionization increases in value up to 50% at
an electron energy of 200 eV and vibrational temperature of 3100 K using a
shock heated molecular beam (SHMB) with mass spectrometer. Crane and Stalker2  I
estimated that the effect of vibrational excitation on total ionization is only

less than 30% in Nitrogen at an electron energy above 200 eV and vibrational
temperatures ! 3100 K using the SHMB with ion sampling by a mass spectrometer.
Micheja and Burrow 3 , using a crossed beam technique, indicated that the effect

of vibrational excitation on dissociative ionization is as much as 100% near
the threshold for the first three vibrational levels of Nitrogen. Theoretical

studies, employing statistical methods, to predict the roles of vibrational
excitation in dissociative ionizatiog, have been conducted by Dronin and Gorok-
hov4 , Venugopalan5 and Jackson et al . However, these theories only apply to

larger molecules or are limited in threshold electron energy. For larger elec-
tron energies the calculation has been done only for Hydrogen 7 . More recently,
Evans et a18 predicted that the effect of vibrational excitation in dissocia-
tive ionization is only less than 29%, even for vibrational temperatures as
high as 1O4 K for oxygen, using a modified reflection method for larger elec-

tron energies.

t.
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In this paper, direct and dissociative ionization cross-sections of vibra-
tionally excited molecules by electron impact are measured at elevated vibra-
tional temperatures for diatomic molecules. The vibrationally excited mole-
cules were produced by a shock-heated molecular beam technique and the vibra-
tional relaxation in the system was predicted numerically.

2. Vibrational Relaxation in a Shock Heated Molecular Beam

2.1 Method of calculation and the procedure employed

As the molecular plasma is expanded through a nozzle, the translational,
rotational and vibrational energy modes come into equilibrium at different
rates. The translational and vibrational relaxation times are typically in the
order of a few collisions; the vibrational relaxation time is much longer. In
the present work, the vibrational distribution function of the molecular beam
is computed as a function of time, assuming translational and rotational
equilibrium, and using a method similar to that developed in Yau9 . In particu-
lar, the molecule is assumed to consist of N vibrational levels, and the vibra-
tional relaxation of the molecular beam is characterised by the reactions

X2 (v) + M X 2 (v') + M lv-v'I = 1

X2 (v) + M + 2X + M v = n

where X2(v) is the diatomic molecule in the vth vibrational level and M is
the major constituent of the gas. n is used here to indicate the continuum
levels.

The first reaction considers collisional excitation and de-excitation
while the second reaction considers dissociation and recombination. The dia-
tomic molecule X2 is assumed to be at sufficiently small concentrations so
that X2 - X2 collisions can be ignored. Excitation and de-excitation is also
assumed to occur from only vibrational levels that are adjacent and all are in
the ground electronic state.

*The time dependent population of the vth level nv(t), is given by theI master equation

dn(t) n-1 n 2
dt = [M]{ g , n ,(t) - g ' ( t) + gn nn (t)},v < n - 1

v'=0 '=0

and

dn (t) n-l n-l
n = 2[M] { [ g,n,(t) - n2 (t) I g
dt n A=0 gnV

where g , is the transition probability from v to v'. As a consequence of de-
tailed alancings

~ -2
n ' n n,g, n 9 n V; vn gn

where ni is the equilibrium population of the i,thstate. Also, for a given
diatomic molecule X2 and inert gas M, gv' is a function of the temperature
of the inert gas.

The solution to the master equation is drastically simplified by lineariz-
ing the n2(t) term. By defining .

22 - 2a - 1/2 n + A and A - n (t) - n we obtain n - n +2n A+A ,ao, thattnar
n n n -n n n n

equilibrium, A 0, and n2 z 2nn an in the above equation. The details of the
n
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linearization procedure and method of numerical solution can be found in Yau
9 .

In order to integrate the above differential equations the change of the

gas density with distance in the present SHMB apparatus was plotted as a func-

tion of time steps, which were chosen so that the development in time of the
density decay was well approximated. The size of the time steps was variable.

The initial values at the beginning of the program (i.e. in the shock reflected
region) were calculated from the JPL program of Horton and Menard

I0 . The tem-

peratures, and argon gas density decay in the molecular beam from nozzle to

freeze out point (or free molecule point) were obtained from the numerical re-

sults of Evans et alll,in which it is assumed that the small admixture of

molecular gases in Argon does not affect the neutral beam flow properties.

2.2. Numerical Results

Numerical vibrational population distributions for 1% nitrogen gas seeded
in the Argon carrier gas are shown in Fig. 1, for various locations 5E along

the axis and downstream of the expansion nozzle at T5 = 6000K,where T5 is the

temperature in the shock refected region. Fig. 1 shows that the vibrational

population distribution becomes non-Boltzmann almost immediately after the
expansion nozzle. Numerical vibrational population distributions at the free

molecular point for 1% nitrogen molecules seeded in the Argon carrier gas are

shown in Fig. 2 for various shock reflected region temperatures. Fig. 2 shows

that none of the vibrational distributions at the free molecular point are

Boltzmann like above T5 = 3000K. The larger concentrations and the depletion

of vibrationally excited molecules (v>5)(relative to their equilibrium values)

are observed also in Fig. 2 for T5 larger than and smaller than about 6500K

respectively. The survival of molecular nitrogen at the free molecular point

with shock reflected temperature are shown in Fig. 3 for various nitrogen par-

tial pressures (expressed as %). It was found that the vibrational population

distribution at the free molecular point does not vary significantly over the

ipresent range of nitrogen partial pressures. Similar calculations have also

been carried out for oxygen or carbon-monoxide mixed with Argon gas. A typical

Oxygen result is shown in Fig. 4 for various shock reflected region tempera-

tures. Similar conclusions to those found in the case of nitrogen are found

V
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Fig. 1: Numerical vibrational popula- Fig. 2: Numerical vibrational
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in the case of 0 2 Oxygen is found to recover its Boltzman distribution for T5
6,200 K.

Typical vibrational temperature relaxation in the shock heated beam with
nitrogen as an additive is shown in Fig. 5, for a range of T5 , where the gas
temperature relaxation is also compared. In these cases the vibrational tem-
peratures are determined from the slopes of the population distribution at small
vibrational levels (v!5)(since the populations of vibrational levels above
about 5 are orders of magnitude smaller than v i 5). Fig. 5 shows that a highly
vibrationally excited molecular beam can be developed in the present apparatus.
The resulting vibrational temperature at a free molecular point is shown in Fig.
6 for 02, N2 and CO additives. Fig. 6 also shows that the vibrational tempera-
ture at a free molecular point increases nonlinearly with the shock reflected
region temperature.

3. Electron impact Ionization Cross Section Measurements of a Molecule in a
High Vibrational State

3.1 Experimental Apparatus and Procedure

A schematic diagram of the shock heated molecular beam apparatus is shown
in Fig 7. It is seen to consist of a shock tube section, a beam formation
region, ionization and detection sections.AThe shock tube consists of a 7.1 m long, polished steel tube of 10 cm in-
ternal diameter. The low pressure section is 4.1 m long and the driver section
is 3.0 m long. By varying the shock tube diaphragm pressure ratio, diaphragm

thickness or the driver and test gases, Mach numbers between 3 and 13 wereIl
achieved. The shock wave velocity was measured by up to four plantinum thin
film gauges and a piezoelectric pressure transducer.

The beam formation section consists of three vacuum chambers; the first
separating the nozzle and skimmer, the second between the end of the skimmer
and the collimator and the third section past the collimator and containing

the molecular beam diagnostics section. The expansion vessels were made of

0 5 /0 /5 20
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Fig. 3: Survival of molecular nitro- Fig. 4: Numerical vibrational popula-
gen at the free molecular point with tion distributions of oxygen at free
T5 for various nitrogen partial pres- molecular point for various T5 .
sures.
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Fig. 5: Vibrational temperature relaxa- Fig. 6: Vibrational temperature at a

tion of nitrogen along the location x, free molecular point vs T5 for 02, N2
and CO additives.

2 cm thick, 60 cm internal diameter glass cylinders. (Q.V.F.). The first secton,

containing tie skimmer and collimator was 80 ca long while the second section

was 60 cm long. The electron gun, the grid and collector constituted the
ionization region. The electrons were obtained by heating a Ba-0 coated cath-
ode by a ceramic covered tungsten heater. The heater was held at cathode

potential thus avoiding arcs, and was used with a fixed 6.3 V drop, which led
to a current of up to 0.85 amps. The cathode voltage could be varied from 0
to 500 volts. From the electron current-voltage characteristic, the electron

gun was found to follow the Child-Langmuir space-charge law with a slope of

0.11 p per volts. The electron collector consists of about 150 razor blades
(uncoated Shick injector blades) held tightly together and electrically isola-
ted from ground. Due to the sharpness of the blades most electrons are either
absorbed on first impact or are reflected back into the blades and then col-
lected. The potential of the collector could be varied from 0 to 500 volts.

A coarse copper grid, held over the collector and maintained at ground poten-

tial was employed, in order to avoid the collector voltage from accelerating

electrons and affecting the collections of ions. From the observed ion signal-
electron collector voltage characteristics, the range 100 !V!80 found outto have

no effect on collector voltages and large enough to collect most of the electrns.

The positive ion detection section consists of an einzel lens leading to a

quadrupole mass-spectrometer and ion counter. The einzel lens consists of three

parallel steel plates each with a centre hole diameter of lcm. The voltage of
the centre plate could be varied from 0-250 volts, positive or negative, with

respect to ground. The outer two plates were electrically connected at volt-
ages from 0-250 volts, positive or negative. For the focal lengths used in this
experiment, the lens acted as a thin convex lens. It was found by experiment

that setting of -142 V for the inside plate and -60 V for the two outside plates

of the einzel lens gave the optimum focusing characteristics (i.e. large signal
with low signal distortion). The ion detector developed by Joshi et a11 2 was
used in the present study.
3.2 Experimental Procedure and Calibration

The ion signal for a given run was obtained by varying the electron energy

with a fixed constant voltage applied elsewhere. Thus the intent was to repro-
duce, as best as possible, the same conditions for differing electron energies

at a given vibrational excitation.

For each temperature condition, an argon and neon ionization cross section

curve was obtained for the purpose of calibration. The experimentally

_ _ _ .
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derived cross sections were normalized with the argon and neon cross sections
from Rapp and Englander-Coldenl3 . Since these cross sections should be inde-
pendent of the vibrational temperature, they were employed as references. The
calibrations and normalization procedure follow the usual sequence. The ion
signal from the detector (I+) is related to the cross section (a) by

I+ = i nZa

where n is the neutral number density, t is the collisional path length of the
electrons with the neutrals, I_ is the electron gun current and n is the total
collection efficiency, which includes that affected by the following parameters
(a) einzel lens (b) transmission through the quadrupole system (c) ion detec-
tion system. This leads to a determination of the absolute cross section, a,
for ionization of a seeded gas, by assuming that n is the same for the seeded
gas as for argon.

I +(V,N,T)O AMV

a= I+(V,A,T)x

where I+(V,N,T) is the ion signal from the detector measured at an electron
beam voltage of V for species N at temperature T OA(V) is the ionization cross
section of argon from Rapp and Englander-Golden1 3 measured at V and X is the
present concentration of molecules in argon.From the argon and neon curves for
different shock reflected region temperatures, a weak mass effect and molecular
beam property effect on the collection efficiency has been observed.

3.3 Experimental Results and Discussions

gy The electron ionization reactions for oxygen in the present electron ener-
gy ranges and partial pressures are direct and dissociative ionization as fol-lows:

0 + e - 0 + e (direct ionization)

02 0+ + 0 + e (dissociative ionization)

Typical electron impact measurements reported here in the case of direct
ionization of oxygen with Tv=5300 K are shown in figure 8 and are compared with

results reported by other workers at Tv=300 K. Figure 8 shows that the cross
sections reported here agree both in order of magnitude and in the shape of
the curve with the other results. The effects of vibrational temperature on
this cross section are shown in Fig. 9 . The latter indicates that the cross
section at a vibrational temperature of 2300 K is identical with the present
Tv=300 K results. The measurements at Tv-6000 K shows some small systematic
variations of the cross sections. It is also seen to vary for E Z 200 eV.
At E S 200 eV, the maximum in the cross section seems to be shifted towards
higher electron energy with increasing vibrational temperatures.

The effects of vibrational temperature on the oxygen electron impact dis-
sociative ionization are shown in Fig. 10 together with the results of Rapp et
a114 at 300 K. Figure 10 shows general correlation with the results of Rapp
et a11 4. However a more definite shift to higher E is observed in the current
measurement of the cross section for dissociative ionization. Finally the
Odiss for oxygen is plotted as a function of vibrational temperature and com-
pared with the theoretical predictions of Evans et a18 in figure 11, which are
strictly only valid for higher values of E. Nevertheless they are seen to
be in substantial agreement with the experimental values. The disagreement
between these results and the much larger shift determined by Spence and Dolder1 ,
could well be due to an inadequate allowance for n by these authors. Odiss at
Tv=3000 K for CO is shown and is compared with the room temperature (Tv-30 0  K)
measurements of Rapp et al (1965) in figure 12. Only the case of CO4e+C+O++2e
is shown in the figure. It is seen that the increase in Odiss leading to 0+ is
about one order of magnitude when the vibrational temperature is increased,
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although the same general shape of the curve is maintained.

4. Conclusion

The measurement of ionization cross section by electron impact has been
conducted, employing a shock heated molecular beam, and the relaxation of vib-
rational temperature in the system is predicted numerically. This leads to

* the following conclusions.

(1) For shock reflected temperatures, T5, larger than 6000 K, the vibra-
tional population distribution at the free molecular (freeze out) point is non-

Boltzmann for any mixture ratio with argon. (2) For concentrations of seeded
molecules less than 10%, the vibrational population distribution was near
Boltzmann and independent of partial pressure for T5 < 3000 K. (3) The den-
sity of molecules at a free molecular point decreases nonlinearly with an in-
crease in temperature of the reflected region T5. (4) The vibrational tempera-

* ture at a free molecular point, increases nonlinearly with the temperature in
* the shock reflected regions. (5) There are some small systematic variations

of the cross sections for both dissociative and direct electron impact ioniza-
tion, with vibrational temperature in the case of homonuclear molecules. (6)
The experimental results agree with theoretical values obtained using a modi-
fied reflection method for the dissociative ionization cross section of oxygen.
(7) A relatively larger influence of the vibrational temperature on the
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dissociative ionization cross section has been observed for a heteronuclear
molecule, i.e. CO in the present case.
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rDISCHARGE FLOW/SHOCK TUBE STUDIES OF SINGLET OXYGEN

Peter Borrell, P.M. Borrell, M.D. Pedley, K.R. Grant and R. Boodaghians

Department of Chemistry, Keele University, Staffordshire, England.

The four modes of using a discharge flow shock tube are
discussed with examples drawn from previous work and our
own studies of singlet oxygen,(0 2(IAg) and O2(IE)).
Preliminary results are reportWdof the temperature
dependence of the 'dimol' emi'sion and of the quenching
of 02(0Z ) by N20. /

INTRODUCTION

The discharge flow shock tube is a useful means of isolating and studying
the elementary reactions of excited chemical intermediates and free radicals,
at the high temperatures of interest in flames and combustion. The advantage
over the normal shock tube is the separation of the production of the
intermediates from the shock heating, which acts simply as a temperature and
concentration switch.

Although there was an early study by Benson1 , and allied work using a
pulsed discharge by Wray and Teare2 , the first apparatus in the present form

was that of Hartunian, Thompson and Hewitt 3 who used an RF discharge toIdissociate nitrogen, and studied the temperature dependence of the afterglowrecombination reaction. Gross495'6 and Cohen used the same tube with a
microwavedischarge to study further chemiluminescent processes. Breen, Quy
and Glass 7'8 then used an RF discharge to study the effect of atoms on
vibrational relaxation, and also studied 9 the reactions of H atoms with N20.

We tried experiments with active nitrogen1 0 but our recent work has been
on studies of singlet oxygen11'12 . This has given us an insight into the
methods of using the technique and here we review these, taking examples for
each from our own and other work.

I II
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EXPERIMENTAL

Figure I shows a diagram of our apparatus. Purified 02 is passed over
mercury and through the microwave discharge cavity. Mercury removes atomic
oxygen and leaves a flow which at 6 torr (,% 700 Pa), contains 5-10% 02(CAg)
in 02. The concentration of 02 (I*) is about 0.1% of the 02 (

1 A). The
oxygen then flows along the shock tube in the opposite direction to the shock.
When studying weak emissions, the direction of flow is important; with the
pre-shock flow in the opposite direction to the shock wave, the discharge is
closer to the observation station and so the signal/noise ratio is increased.

In the pre-shock flow, 02(A ) is deactivated both by collision and at
the walls so there is a concentration gradient along the tube which we measure
with a travelling photomultiplier.

The shock wave is generated by pressure bursting an aluminium diaphragm
with He, N2 or mixed driver gases at 6 atm (' 600 kPa). The speed, from
0.8 to 1.7 km s-1 giving temperatures between 600 K and 1850 K, is measured
with three laser light screens. The light emission is observed by two
photomultipliers (EMI 9658B equipped with filters), and their outputs are
stored with transient recorders. The digitised output is then passed to a
Hewlett Packard 2647A graphics terminal for storage and analysis.

Our technique differs from those used previously 7 in the flow direction,
the facilities for pre-shock analysis of the concentration gradient, and the
use of the whole post-shock emission trace for analysis.

FI--ftuu " CItY

To N..mA

SFigure 1. A diagr s of the discharge flow/shock tube apparatus. j
it
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METHODS FOR USING A DISCHARGE FLOW/SHOCK TUBE

(1) Measurements of chemilumiscent reactions using the shock front compression

For luminescent reactions which occur in the pre-shock flow, shock compression
provides a ready way to study changes with density and temperature. The mode
was used by Hartunian, Thompson and Hewitt 3 and by Gross and Cohen4' 5 to
study the chemiluminescent recombination reactions; N+N; N+O; and SO+O.

We have used it to study the 'dimol' emission reactions 1 3 of 02(0Ag); in
these still unfamiliar processes, two excited molecules lose their energy14

in a single quantum of radiation (i634 nm):

02(
1A ) + 02(' A) o2(3Z) + 0 2 (3Z-) + hv (1)

Now the intensity of a collisional process should be given by

6341 = kT [O2 (1A )]2 (2)102()
g

* and so the ratio of post to pre-shock intensity is

(63412/634l1) = K(T 2 /T 1)I(p 2 /pl)2 (3)

where p and T are the density and temperature. K should be unity if equation
(2) is valid. Figure 2 shows the variation of K with T for this 634 nm
emission.

1.5-

t-.i 1.0-

0-5

200 400 600 800 T/K 1000 1200 1400

Figure 2. The variation of K (equation 3) with temperature.
The points are experimental results. The full line shows the -

-final fit using a model with the normal and first two hot bands;
the dotted line shows the contribution of the normal band, and
the dashed line the sum of the normal and first hot bands. j
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At lower temperatures K is close to unity indicating the correct
attribution and behaviour, but it does increase systematically. We take the
increase to indicate the presence of "hot bands"; emissions from vibrationally
excited 02(

1A ) molecules. For example the band at 634 nm corresponds to
simultaneous transition from (v'=O, v'--O) in the reactants to (v''=O, v''=O)
in the products. The following transitions would also occur near 634 nm,
(v'=l, v'=O) to (v"=l, v''O) and (v'=l, v'=l) to (v"=l, v''=l) but these
would only be seen at the higher shock temperatures. The line in the figure
shows the fit which we have obtained with this-model, and using it we have
determined the relative transition probabilities for these transitions.

15

(2) Measurements of the change in concentration gradient

Earlier workers 3-7 had noted the gradient but did not need to analyse it.
Figure 3 shows a trace 12 for the post-shock emission from 02(0A ). The
compression at the shock front (method 1) is evident but it is followed by a
decay. Remember that after the front, one sees gas from upstream, in the
shock sense, passing the observation point. Now does the fall simply reflect
the pre-shock concentration gradient in the tube or is it due to a
deactivation process?

The deactivation reaction is:

02(0A ) + M - 02 (3E-) + M (4)
g g

with a rate constant k(T1 ) at the pre-shock temperature, T1 . If the pre-shock
flow rate is f then post-shock decay due to the concentration, c, can be shown
to be:

c/c ° = exp[-k(Tl)W s(P2- P l ) t z / p l f ]  (5)

where t£ is the laboratory time and W is the shock velocity.

If there is deactivation at the high temperature then a further factor
must be added to the exponent: -k(T2)p2t /pl.

The line in figure 3 shows the decay predicted from the pre-shock
gradient; the good fit shows that k(T2) is not measurable in our system.

There are two conclusions from this analysis: since 02(0A ) is not
deactivated at high temperature each record of the emission givis us an I
accurate concentration profile of the pre-shock concentration; it indicates
that our tube is working well and gives us confidence in the analysis.
Secondly, for a change to be discernable, the ratio k(T2)/k(T I) must be -I
about 40 which corresponds to a minimum activation energy of about 15 kJ mol.

I
d m~mmmmmmmmIa
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(3) Adjustment in the steady state after shock heating

Here measurements are made of the enhancement of the emission over that
expected from the pre-shock value, and also of the rate of relaxation to the
new state.

Figure 4 shows the emission trace for 02(1+). It can be divided into
five regions of which the figure shows four. g

(a) The pre-shock emission at 762 nm is from 02(0E+) which is formed in the
energy pooling reaction from 02( 1 Ag) and removed by collisional deactivation
or at the wall: k

02(0A ) + 02 (IA ) 02(l) + 02(3E-) (6)
g g g g

k
02(]E+) + M q 0o2(A) + M (7)

g g

k
020E+) + wall --- 02(0A or 

3E-) (8)

At any point in the tube there is a steady state concentration of 02 (1
1 +)

determined by its rates of formation and removal at room temperature. g

(b) The rise at the shock front is due to the compression, so that

76212 (t=0) = 762I P2/Pi (9)

This is equivalent to mode I and ca- be used to check the pressure dependence
of the emission 12 . The risetime, characterised by ts, is due to the opticali slitwidth.

(c) A relaxation zone follows the rise; in it the concentration adjusts to
the new steady state level determined by reactions (6) and (7) at the high
temperature.

(d) The fall in emission is governed by the pre-shock decay of [02(0Ag)] along
the tube - i.e. as in mode 2.

(e) Finally, but not shown, there is a fall in emission at the arrival of the
contact surface.

The analysis must take all the features in (a) to (d) into account.

After integrating the rate equations for reactions (6) to (8) the following
expression is obtained for che post-shock emission:

76212 (t) = 7621, (02/pl) tK + (1-K)exp[-k t]lexp(-at)dt/t (10)

t'., S

where a is the constant describing the concentration gradient, k is the rate
constant for equation (7) at T2 , and K is the ratio of the high and low

temperature rate constant ratios:

kp(T 2 )/ kq(T 2 )

k p(T 1)/Ikq(T+) k w /[M11

'2
, The wall reaction is neglected at T2 .
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The integration is done numerically, since we take into account the change
of density with vibrational relaxation and non-ideal shock behaviour. 12  The
analysis is carried out by a combination of interactive computer graphics and
non-linear least squares 16 to give a and ts which can be compared with the
known parameters for the system, kq(T 2) and K which then yield kp (T2).

We have made measurements with a number of additives 12 '17 and figure 5
shows some of our results, including preliminary measurements for N20 as a
quencher. An interesting feature of the results is the negative temperature
dependence of quenching by CO2 and N20 which contrasts with the slow rise
with temperature of the rate constants for quenching by 02 and N2.

We have also used this method to study v4 brational relaxation 18 of
02 0A g) by studying the 'dimol' emission at 579 nm.

C0
2

bo

200 400 600 800 1000 1200 1400

Figure 5. A plot of the rate constants obtained for the quenching I
of O2(IEZ) by various gases. Experimental results for two mixtures
with nitrous oxide are shown.

(4) Normal measurements with reactive additives.

Here the discharge is used to generate an intermediate which is used as an
additive in a normal shock tube experiment. Breen, Quy and Glass 7 '8 used this
mode in their measurements of the vibrational relaxation of 02 in the presence
of atomic oxygen. The atom concentration (up to 1.8%) was miasured by the air
afterglow from added NO. Then the relaxation time was measured by the laser
schlieren technique of Kiefer and Lutz 19 .

Glass and Quy9 used the same mode to measure the reaction H+N20, by
studying the decay of infrared emission from N20 in the prese..-e of atomic
H (N 0.4%).if In both applications the concentration of the atoms was assumed,
reasonably, to be constant but if the concentration does change appreciably,
then the change must be taken into account (method 2).
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CONCLUSION

The examples show the versatility of the discharge flow shock tube for

making measurements of the rates of fundamental chemical and spectroscopic
processes. As with any method, the reactions to be studied must satisfy

certain conditions on rate and temperature dependence, and it is necessary to

make thorough pre-shock measurements in order to obtain the best understanding
of the post-shock behaviour. It is certainly worthwhile to antlyse the whole
of the post-shock emission to obtain a full understanding of rhe processes

occurring and reliable values of the rate constants. When this is done the

technique provides probably the best method for measuring rates of reactions

between 600 and 2000 K.

This work is supported by the Science Research Coun:-il.
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0 -,The present investigation was undertaken in
order to measure the rotational relaxation rate of
molecular hydrogen by monitoring the number den-
sity of n-H in a state: v=0 and J=l in the
supersonic Aozzle flow, by means of coherent anti-
Stokes Raman spectroscopy (CARS). The CARS appa-
ratus was essentially the same type of R6gnier and

dcc Taran._
Asrahe preliminary experiment the CARS trans-

formation coefficient was measured on wide tempera- I
ture and pressure range, which was in agreement
with the thoretical calculations.

In the experiments of the rotational relaxa-
j tion, the gas mixture (20% H2 + 80% Ar) was heated

by the reflected shock wave in the temperature
range from 2200 to 2650 K and the pressure range
from 1.5 to 5 atm and expanded rapidly through the
conical nozzle,so that the non-equilibrium condi-
tions between the rotational and the translational

P, degrees of freedom were realized, where concentra-
tion of H (J=I) was determined by CARS technique.

Expeimental results were analyzed by means
of the conventional conservation equations of

t fluid mechanics and the master equations using the
rra.e constants with an exponential energy gap law.

1. Introduction

Unless the system is in the extremely low temperature, mole-
cules distribute in many rotational states. Since the energy gap
between adjacent rotational levels increases with the rotational
quantum number, the higher levels can relax more slowly than the
lower levels. These multilevel features make it difficult to
understand the experimental results of the rotational relaxation.

The rotational relaxation of molecular hydi-gen has been
extensively investigated by means of the various techniques, such
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as sound absorption [1-4], shock tube [5-7] and free jet expansion
[8,9]. Because the rotational distribution was not measured in
these experiments, the deduced results from the experiments were
the rotational collision number, ZR, or the relaxation time T.

The temperature dependecies of the collision number in these
works were not in agreement with each other. These apparent
discrepancies were qualitatively explained by Rabitz and Lam [10]
who solved the fluid mechanical equations and the master equations
by using the theoretically calculated state-to-state rate constants.
They concluded that single relaxation time derived from those exp-
eriments were expected to yield different behaviourS,and this was
a result of multilevel natures as well as the differences of init-
ial distributions in the rotational levels.

In this study the concentration of molecular hydrogen in a
state, v=0 and J=l, was monitored directly by CARS (Coherent Anti-
Stokes Raman Spectroscopy) to observe the rotational relaxation
process in the supersonic nozzle flow. The experimental results
confirrd the inference drawn by Rabitz and Lam.

Although CARS has been developed as a powerful nonlinear
optical technique and has many advantages [ll-13],it was necessary
to know how CARS signal intensity depends on the temperature and
the total pressure in order to apply this technique to the study
of rotational relaxation in molecular hydrogen. Since the
technique was developed rather recently and the temperature and
the pressure dependence were not known, experiments for obtaining
those dependences were performed as the preliminary experiments.

2. Experimental

CARS apparatus was essentially the same as that of Taran et
al.[14] and shown in Fig.l. The pumping laser was the giant pulse
ruby laser (GRL, about 10MW, 20 nsec.) which worked on a single
longitdinal mode and focused in the high pressure cell which
contained pure H2 gas of about 8 atm. to generate the stimulated
Raman scattering (SRS). SRS from the high pressure cell at the
room temperature worked on Qoi(l) line [15], so CARS signals were
associated with two states of H2 ; v=O, J=l and v=l, J=l. After

the first order anti-Stokes radiation was removed by the glass
filter, F1 (Hoya R-64), both GRL and the first order Stokes radia-
tions were overlapped colinearly and focused in the observation
point by use of the lens L3 (f = 15 cm). The generated CARS sig- I
nals were separated by dichroic mirror(DCM) and detected by the
photomultiplier (PM, Hamamatsu TV, RI06UH) through the appropriate
filters and the monochrometer by which the stray light was removed.

Since the intensity of CARS depended on that of the pumping
laser, CARS signal from the reference cell (RC) which contained
H2 gas at 2 atm. was measured simultaneously.

Each output of the CARS signal was fed into the high speed
integrator (INT, Cambera 2005), then displayed on a CRT.

A shock tube was -qed for measurements of temperature and h
pressure dependence of CARS intensity. The shock tube was made
ofaluminum of 60 mm x 60 mm cross section and consisted of about
2 m long low pressure section and 1 m long high pressure one.

The light pulse of GRL was synchronized with the reflected
shock wave by use of a delay circuit. The pressure of the reflected

_ _
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shock wave was measured by the well calibrated pressure gauge
(Kistler) which was mounted just above the observation point and
the temperature was calculated by the conventional way. The
measurements of the CARS signal intensity were performed on the
gaseous mixtures of hydrogen and argon at 300±5, 880±50, 1550±50K
and the total density range of gas was from 1 x 1018 to 2 x 10' 9

molecules/cm3 . The mole fraction of H2 was 1.0 (300K), 0.7 (880K)
and 0.5 (1550K), respectively.

In the experiments of the rotational relaxation, the measure-
ments of CARS signal intensity were performed on H diluted in Ar
for the calibration of the optical system at the r~om temperature.

The shock tube was used with the conical nozzle separated by
the diaphragm (Myler 12pm thick), as is seen in Fig.2.

Shock INT-1

Time -PM to Oscilloscope
Counter Monochro-

_0 meter IN-

Nozzl e 3 L8F
I GRL L8 2

S L2 F1L3  L4  L5  L6PrismI(
Fig.l SCHEMATICS of THE EXPERIMENTAL SYSTEMS

GRL: Giant Pulse Ruby Laser, HPC: Stimulated Raman Cell

RC: Reference Cell, INT: High Speed Pulse Integrator
L IL9: Lens, FI-%.F 3: Filter, DCM: Dichroic Mirror

SPiezo Gage, PM: Photomultiplier, PD: Photo Diode
P P3'

Diaphragm

- Vacuum

Shock Wave Supersonic

Flow

End Wall Observation

Window

Fig.2 DETAILS of THE NOZZLE SECTION
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The shock heated gaseous mixture (20% H 2 + 80% Ar)
was expanded through the conical nozzle and was translationally
cooled rapidly, but the energy transfer between rotational and
translational degrees of freedom was insufficient. In this non-
equilibrium condition, the concentration of hydrogen molecules in
a state, v=0, J=1 was monitored by means of the CARS technique.
The uniformity of the nozzle-expanding flow was examined by obser-
ving the emission from the carbon dioxide molecules which was
seeded in Ar + H2 gas mixture. The duration of the uniform nozzle
flow was about 300psec. GRL was fired during this period by use
of a delay circuit. Experiments were performed at the stagnation
temperature and pressure ranging from 2200 to 2650 K and from 1.5
to 4.7 atm, respectively. Reagents gases of H2 and argon used
were of the research grade (99.999% purity).

3. Results and Discussions

CARS process can be described by the third-order nonlinear
susceptibility, XL and the spectrum of the susceptibility is
affected by the thermal molecular motions. Therefore, when the
temperature and the total pressure of the system are different
from those in the calibration procedure, it is necessary to
examine how CARS signal intensity depends on these conditions.
The detailed description related to this subject was given else-
where[19], so the theoretical results are described briefly.

j CARS signal intensity, I3(W3), is given as

I3 (W3) = ffdwdW2 ix(3)(W3; W , 1 , -W2) 1212(WI)I2(W2 ) ,

(1)

where I,(w,) and 12 (W2) are intensity of the pumping laser and
Stokes shifted emission, respectively. The expression of the
susceptibility, X 3l, is

X c2/(wi d) (da/dQ) NAx F(Wa,wo,y;T), (2)

where (da/dO) is the differential cross section of the spontaneous
Raman scattering, NAX is the population difference between two
states related to Raman transition, w0 is the eigen frequency of
the Raman active molecule and c is the velocity of light. The
spectrum of the susceptibility is determined by the function, F.
The functional form of F cannot be expressed analytically and
depends of many variables including y which was the measure of
the total number density defined as

y = kB T /(p D), (3)

where k is Boltzmann constant, p is the reduced mass and D is
the diftusion coefficient.

Fig. 3 shows the experimentally obtained CARS signal intensi-
ty which was devided by (NAx)2 . Calclated results are given in
the solid lines and are in good agreement with the experimental
results. Therefore, it is possible to evaluate the correction
of CARS signal intensity caused by the different conditions
of the system from those of 16he calibration procedure by use of
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this theoretical result.

In the experiments of the rotational relaxation, gas mixtures
of hydrogen and argon were heated by the reflected shock waves
and expanded through the nozzle. In the subsonic part of the
nozzle flow, the rotational and vibrational modes were assumed to
relax fast enough to follow the translational mode. As the coup-
ling between the translational and rotational modes becomes weak
with decrease of the number density in the supersonic part, the
non-equilibrium features in the rotational distribution are obser-
ved. This process was simulated by coupling the fluid mechanical
equations and the kinetic equations.

The expansion flow was treated as quasi-one dimensional

stationary flow of cross section area A(r), where r is the dis-
tance along the flow.

The relations of fluid mechanics may be derived by consider-
ing the following conservation laws,

puA(r) = const., conservation of mass (4)

du 1 dp conservation of momentum (5)
mu=dr p dr'

CpTT + 4 R + I mu 2 = const., conservation of energy (6)

where p is the pressure, u is the velocity of the nozzle flow, p
is the total number density, 0 is the mole fraction of H2 and mI is the averaged mass of gas mixture. It should be noted that the
energy content of the rotational mode per molecule CR is separated I
from that of translation mode i.e. Cp TT in Eq.(6), where Cp is
the translational heat capacity at constant pressure. These equa-
tions involve the number density of hydrogen molecules which are

2.0 A ~Fig. 3 TEMPERATURE and PRESSURE

A F DEPENDENCE of CARS INTEN-
k8  S ITY adPESR

S 1.5 D
. Experimental Results behind

-0 3pA Reflected Shock Wave:

I 0T 300 K(pure H2 )

- 1.0 3T a 880+50 K

(0.7 H2 + 0.3 Ar)

A T a 1550+50 K

880 OK(0.5 H2 + 0.5 Ar)1550 TK Solid Lines: Calculation

A: FWHM of GRL-0.015 cm 1

108  109  10 0 B: FWHM of GRL=O.01 cm-

y (I/sec)
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in ith rotational state Pi,

Pi = yi p, (7)

where Yi is the mole fraction of the ith rotational state. In
constructing the master equations the followings can be assumed:
i) The recombination of hydrogen atoms and the vibrational relax-
ation of H2 are frozen in the vicinity of the nozzle throat, since
their rates are much slower than that of the rotational relaxation.
ii) The R-R process is neglected. Rabitz and his collaborators
have extensively studied these processes by means of the effective
potential method [10, 17]. They calculated the cross sections
over the wide range of energy and showed that the cross section of
R-R processes, i.e.

p-H2 (i) + p-H2 (j) - p-H2(1) + P-H2(m)'

o-H2 (i) + o-H 2(j) - o-H 2(1) + o-H 2 (m)'

p-H2 (i) + o-H 2 (J) - p-H 2 (1) + o-H2(m)'

are 1 or 2 orders smaller than that of R-T processes, i.e.

p-H2 (i) + M + p-H2 (J) + M

o-H2() + M - o-H 2 (J) + M 2'

ii Since the rates of the R-T processes of multi-quantum transi-
tion i.e. IAJI = 4 are about 2 orders slower than that of transi-
tion IAJJ = 2, R-T processes of double quantum jump are most
effective and the other processes can be neglected. The master

equations can be written as,

Yu p C -Yd kij +yj kij ]  (8)

dr i

The rate constants of R-T processes have been calculated by
Rabitz and Zarur[17] in the H2-He system and these are well
expressed in the exponential gap law,

k i = gj exp(-C 2 19 - j I/ kB T) (9)

where C, and C2 are constant and gj is the degeneracy of jth state
[181. This functional form is adopted in our calculations. Eqs.
(4), (5), (6) and (8) are numerically solved by use of the method
of Gear.

* - As is shown in Fig.4, calculated results are in good agree-
ment with the experiments, when the parameters in Eq.(9) are
chosen as

C= 1.5 x 10"°T (cm3/mole. sec.) and C 2 = 1.8.

These rate constants are smaller than the calculations of Rabitz &
Zarur by a factor of about 2 ,, 4 in each transitions. Considering
the difference of the collision partner, i.e. He and Ar. it should
be noted that the rate constants obtained in the theoretical work
by Rabitz & Zarur seems to be reasonable.

_ I -£
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E To=2200+50 K

% I0 . / 2000 _ ( I.

010 6-__
T (K) 7.9)

ii A

' To=2450+50 K
2 1..l00. (3,5)

103)

Po-O. 5 atm.
T T,

To=2650+50 K 0=20

2 0 0.5 1.0
1 2 3 4 5 6 r/L

P (atm.) Fig. 5 VARIATIONS of PAIRWISE
TEMPERATURES along NOZZLEAXIS

Fig.4 CONCENTRATION of o-H2(J=I)
at THE NOZZLE EXIT The numbers in the bracket

T and P 0 are the stagnation indicate the rotational
Tepature and the stagnation quantum numbers, i and j.temperature and the stagnation

pressure, respectively.

It is apparent that Maxwell-Boltzmann distribution over the
rotational states is not held during the relaxation process, as I
seen in Fig.5. Here the pair temperature is defined as

T. = [e -ci
ij k InLYi(j + l)IY(Zi + 1)J (10)

It is clearly seen that the pair temperature depends on the distan-
ce from the throat and the higher rotational levels are frozen in I
the vicinity of the nozzle throat and the lower rotational levels

relax faster, as it is expected from the calculation by Rabitz and
Lam.

Since the previous investigators measured the indirect quan-
tities to observe the rotational relaxation process, they could
only deduce a single relaxation time or collision number using the
Bethe-Teller equation,

dCR(t) I
T R R]'

____ ____ __
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where, ew is the rotational energy in the equilibrium.
It is obvious from the present experiment that the concept

of the rotational collision number in the relaxation of the multi-
level system is physically insignificant as Rabitz and Lam have
theoretically pointed out.

4. Conclusions

The rotational relaxation process was observed by means
of CARS technuque and the conclusions are as follows:

i) For the rate constants of R-T process in the H2-Ar system,
the exponential gap law can predict the present experiments very
well and are in good agreement with the theoretical prediction
by Rabitz and Zarur.

ii) The concept of the rotational collision number in the rota-
tional relaxation process used conventionally by many investiga-
tors is physically insignificant as Rabitz and Lam have
pointed out theoretically.
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Experimental measurements were made of the vibrational re-
laxation rates of CH4 and C2H4 behind shock waves. The
laser schlieren technique was used in order to find the
rates at temperatures as low as 330 K. The vibrational re-
laxation times agreed within 5% of other workers' ultraso-
nics measurements of pure ethylene and shock tube measure-
ments of pure methane. Precision of better than 1% for
individual mixtures allowed fbr a sensitive test of the
linear mixture rule for methane:

k = rat con ta ts thwhere ki are the q i-f rate constants for the
gas by collider i, xj the nDle fraction of the species i inI a mixture, and k the overall rate constant for the mixture
It was found that with methane-argrn mixtures the linear
mixture rule was not strictly obeyed. Distortion from
linearity is evident at role fractions of CH4 <0.02, and is
nDst pronounced at the highest temperatures studied I(1600 K).

INTRODUCTION

The laser schlieren technique has been instrumental in precise measure-
ments of rates of vibrational relaxation' and of the dissociation of di-tomic2

and tratomic nlecules in shock waves. Its excellent time resolution has
allowed kineticists to probe early reaction times and make conclusions about
the involvement of rotational notion during vibrational relaxation4 and to
detect dissociation-incubation times r . Its sensitivity to the thernDche-istry
of a process allows the unravelling of relatively complicated combustion me-
chanisms . lbwever much of the work has been confined to simple nDlecules,
and the author wished to see whether larger nolecules, especially hydrocarbons,
could also be studied. It is known that the vibrational relaxation times of
hydrocarbons are very short 6 , so that a successful study would have to be
cbne at temperatures as low as possible and would have to involve high dilu-
tions with inert and inefficient collision partners.

A standard procedure when orking with mixtures is to span the range of
mrole fractions, and to extract from the extremes of the data the influence of
the diluent on the vibrational relaxation rate and of the relaxing gas itself
on the rate. In that procedure the linear mixture rule is tacitly assumed:

k = kiX"
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where ki are the quasi-first order rate constants for relaxation of the gas by
collider i, Xi the nole fraction of species i in a mixture, and k the overall
rate constant for the mixture. This is purely an empirical rule, which is not
really predicted by theoretical calculations',". Nevertheless, all experimental
tests of the rule up to the present have confirmed it to within experimental
error for diatomic relaxation and dissociation . Such tests were limited
however by mle fractions which were rot less than 0.05; and thus one aim of
this work was to extend that range down to mole fractions of 0.005.

EXPERITAL

The apparatus was a rectangular cross-section shock tube equipped with a
laser schlieren observation section. It has been desiribed in detail elsewhere.
One major nodification involved stabilization of the gold film resistance strip
velocity gauges, so that shnck waves with temperatures behind the incident
wave as low as 350 K could be studied routinely. We used C 2A (research grade
>99.98% pure), CH4 (> 99.5% pure), and Ar (prepurified grade >99.998% pure).
Ipurities were mainly N2 , whose efficiency as energy transfer agent for hydro-
carbons is known to be smallt. The CAj and CH4 were used initially undiluted,
in order to establish the reliability of the shock tube to studyhydrocarbon
relaxation. Subsequently CH4 was diluted, and the following mixture composi-
tions were studied: 50%, 25%, 10%, 5%, 2%, 1%, and 1/2%. Table I shows the
range of experimental conditions for the mixtures.

Table 1. Range of Experimental Cbnditions for Relax.. "n of CH4 in Ar

% C4 Initial Pressure Incident Shock I.(torT) Temperature (K) /"

1 00. 6.0 - 90.7 340 - 678 0.i00 - 1.645

48.85 6.8 - 146 339 - 932 0.073 - 1.558
24.74 6.8 - 154 352 - 1145 0.058 - 1.090

9.91 6.9 - 160 366'- 1416 0.026 - 0.575
4.91 5.0 - 319 387 - 1325 0.016 - 0.258
2.04 7.0 - 322 388 - 1624 0.008 - 0.144
1.15 7.0 - 40.0 648 - 1662 0.016 - 0.081
0.497 6.8 - 21 844 - 1699 0.013 - 0.038

Experiments at elevated mole fractions and relatively high temperatures
gave rise to very large perturbations from vibrational equilibrium, as is in-
dicated by the ratio &f/, where f7 is the initial unshocked gas density, and
A.f the change in density during the vibrational relaxation period. Fbr pure
ethylene the pressure range was 4.6 - 109 torr, the temperature range 333-
55L K, and A?/-0.170 - 2.09. iowever, for both CH4 and C2 H4 the relaxation
time was so short for these extreme cases ( 0.3 psec in lab coordinates) that
the first observation time possible (determined by the extent of the shock
front curvature effect to be-l psec) was already well beyond 3 relaxation
units. Thus the experiments can be considered to have occured under essential-
ly isothermal conditions. The temperatures quoted in table 1 and the relaxa-
tion times quoted below correspond to equilibrium or near thermal equilibrium.

* Fbr experiments under less severe conditions the first observation time
possible approached one relaxation unit. Fbr all experiments the temperature
change was in the range 1 - 35 K. In principle it is still possible to
obtain relaxation times as a function of temperature for each experiment.
This was indeed cone, but was used only as a diagnstic tool. Because of the
large specific heats of hydrocarbons compared to diatomic ,olecules, and be-
cause of the large pressures and hence large rates of relaxation, the schlie-
ren signals tended to be more than adequate in magnitude. The improved
sensitivity gave rise to excellent oscillograms even at low temperatures (see
fig. 1), and was the reason why low mole fraction mixtures could be studied.
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Fig. 1. Oscillogram of
laser schlieren signal from
vibrational relaxation of
pure CH4. Initial pressure

18.3 torr, shock velocity
0. 868 mWusec, T - 4 36 K at
thermal equilibrium. Each
horizontal division is 1 tis.

Temperatures higher than 1700 were rot studied in order to awoid the influence
of dissociation. Yble fractions less than 0.005 were rot studied in order to
awoid the possible interference by boundary layer growth.

Voltage signals obtained from the photodetection system were linearlyproportional to laser beam deflections caused by the chemical reaction, and

were calibrated with the aid of a rotating mirror. The time resolution of
the opto-electrnic system was better than 50 nsec.

4DATA REDUCTION

The measured wfltages were very nearly exponential functions of time. Tb
a first approximation a plot of the logarithm of the wltage as a function of
time is linear (correlations,0.98). The slope of such a plot, especially in
nearly isothermal conditions is closely related to the relaxation time in la-
boratory coordinates. By multiplying with the equilibrium density ratio one
converts the result to a gas-particle time scale; by multiplying with the
pressure one normalizes the result to one atmosphere; by multiplying with a
specific heat ratio C/(C o - Cvib) one corrects the result fbr time variation
of the translational t mpeiature by a factor which can approich 2 in the ex-
treme cases of this work. This procedure is due to alackman , and is usually
quite successful. In assessing this procedure it is -orthwhile realizing
that it is an approximation. One assumes that the ermpirical rate law is valid:

e = E: ( T (t ) ) - E: (I )
cit T

Here c is the instantaneous vibrational energy of the gas at time t, T is the
translational temperature, and £. is the equilibrium vibrational energy for
temperature T. It can be calculated from the usual quantum statistical mecha-
nical expressions from a knowledge of the fundamental vibration frequencies.
C is the constant pressure heat capacity (which one can obtain from JANNAF
t~bles 10) and Cvib is the contribution by the active rodes of vibration to Cp.
One assumes that the heat capacity of the gas mixture and the pressure are
constants in time, and one ignores the variation in time of bulk flow kinetic
energy in the energy Lux balance. We used this procedure in order to obtain
a g9od first approximation to T and to Its temperature dependence. }owever
the analysis was refined by using a procedure similar to Kiefer' s 1 to account
for the finite perturbations. It should be stre;sed that one cannot avoid
assuming the validity of eq. (1), nor avoid ambiguities resulting from use of
the correction factor C1 /(Cp - Cvib). The latter arise from the laser
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schlieren's basic limitation in having to make assumptions about the therro-
chemistry of the process. In this case it takes the form of assuming whether
the observed relaxation is that of only some (i.e. the slowest) nDdes or of
all nodes of vibration (9 for CR 4 , 12 for C2 H ). In the Blackman procedure
it in Ilves estimating Cvlb; in a nore rigorous procedure it inolves esti-
mating c itself. In this wvrk we argue that all modes are relaxing simulta-
neously with the same time constant (at least near equilibrium). This is
justified because it is possible to measure the total arount of energy relaxed
during the observation period. This is done by integrating the measured rate
of change of density to obtain Ap. It was found that by extrapolating to the
time origin, that the measured Ap is very close to what one would expect when
all vibrational modes relax simultaeously. If some early relaxation process
were occuring on a shorter time scale one would expect a correspondingly
smaller Ap . That this was rot so, &nd that during the observed relaxation
zone there was no evidence of more than one different relaxation time , was
taken to mean that all nodes relax concertedly. Other systems studied in the
past led to similar conclusions? It remain- however, in principle, a basic
ambiguity, since except by assuming one relaxation zone one cannot unambiguous-
ly assign the measured time variation of T to either a temperature variation
or to a variation in the number of nodes relaxing. The basic advantage of
the Blackman method is that there is r need for an absolute measure of the
density gradient nor of the time origin.

A rigorous procedure due to Kiefer" makes use of the fact that one mea-
sures the rate of change of density at each point in time, and thus one can
obtain an estimate of T at each instant in time. Starting from eq. (1) one
can show that

p[1 - deri/de] (2)
PT : - dtn(TdF./dt )

In the following: p, p, u, T, l h are the local pressure, density, gas-
particle velocity, temperature, molecular weight, and specific enthalpy res-
pectively. Symbols subscripted with "o" correspond to unshocked variables.Eq. (2) can be simplified if one notes that

Lde _ decp dy d dp.P.2_o (3)

dt d Pdy dte dt dP dy P

where t is time in laboratory coordinates.

Also dT dPCvibdT dP (4)
dE dT dP dE di) dE

where C vib is the vibrational contribution to the heat capacity of the gas.
In Kiefer's original analysis, the factors dT/dP and dP/dC were evaluated
numerically. Here we give analytical expressions based on a solution of the
Huppniot equations and their derivatives :

pu (6%b (5)

p. u2  = 2 (6)

h+ u2  
= ;o U6 (7)

and p p RT (8)

and %h = xo .(4 RT -) (l - x0)5RT/2 (9)

where xO is the nole fraction of the relaxing component of the mixture, and
where we have identified ewith all vibrational modes of a mn-linear
polyatomic nolecule. The solution is
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u = PoU./p (10)

P =Pc . PoUo (i - po/p) (ii)

iR= [RT + oU2 (1 - P/p0]p/ (12)

de 2~ [, (3d- x-p21- o(3Xo + 5)/2 + pou 1 + (2 + 3Xo/2)(1 - 2%/p) (13)

and dT -Po(ll
=P ] 2R + PG1 (1 - 2 p/p)(14

The factor (1 - dE/de) can be rewritten as dc/dT - dE /dT
dE/dT

and thus be recognized as the nore exact analogue of the alackman factor
(C - Cvib). Indeed, if in the denominator of eq. (2), T and p do not

vary Rtrongly with time, then eq. (2) reduces exactly to the Blackman form.

Measured vltages are directly proportional to laser beam deflection A.
A is related to the density gradient via

A = KDtdPdy (15)

where t is the width of the shock tube, D the detector distance to the shock
tube, and K is the Gladstone-Dale constant fOr the gas mixture. The latter
is a mass fraction average over the Os of the individual component gases.
For argon it is 0.159, fOr methane 0.628, and for ethylene 0.388 cm'g-l. Thus
dpdy is easily determined. One then integrates the measured density gra-dient backwards in time to a point where the resulting Ap equals that expected

for the whole relaxation process. In this work such time origins were
consistently close to the arrival of the shock front at the laser beam (as
given M by Kiefer's procedure). Such integrations result in precise assign-
ment of p to each time-point. From this, the remaining thermodynamic variables
(eqs. 10 - 14) can be obtained.

The denominator of eq. V) is obtained t ratively by determining the
slope at time t of a graph of &n + en(de'dt) vs t. If the graphs are plot-
ted vs tm , then the slopes are multiplied by Po P in order to convert to gas-
time. As a first approximation one uses the value of T obtained by the
Blackman method. In this work T was not very temperature dependent, nor did
the temperature vary much with time. Therefore the first term in
tnT + en(d/dt) was nearly constant, and the slope was not sensitive to theinitial choice of T. The value of T determined from eq. (2) was usually ot

significantly different from the Blackman result, but it was subsequently used
as a better approximation in the denominator. One iteration was sufficientin all cases.

One might expect that a procedure which relies on measuring density
gradients absolutely would be sensitive to exact measures of calibration fac-
tors and of locating the time origin and bas(line precisely. However, as
seen above, the procedure is still primarily a log plot vs time, and only
incidentally accounts (but not very sensitively) for modest va-iation of ther-
nodynamic variables, whose estimation depends rot very critloally on an exact
assignment of the time origin and of the baseline. Thus, & far as time cons-
tants are concerned, one need not be very exacting. bwever Apia sensitive
to locating the time origin exactly, and here care is indeed needed. Proper
location of the time origin involves determining the extent of diffraction of
the laser beam interacting with the curved shock front! One should also
correct fOr the finite width of the laser beam, and correct for on-unidi-
mensional flow behind the shock front' 5 . A giod guide to estimating the
extent of the shock front curvature is given by De Ber '.
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One subtle but serious error that can be made is mentioned here. Thelocation of the baseline (i.e. zero-wltage nodulation) is crucial to measuring
density gradients accurately near equilibrium. It is normally located by ensu-
ring that the oscilloscope sweep is triggered somewhat in advance of shock
arrival. Hbwever the intrinsic thickness of the baseline, plus the onset of
small signals due to boundary layer growth at late times, and even the nise on
the signal itself can cause a profbund error in a near-zero signal. An odd
T(t) would result from a point-by-point analysis. In this work the baseline
was systematically adjusted by anounts imperceptible to the eye. Fbr each case
T was measured as a function of time. The time variation was attributed to
temperature variation. Thus one could measure -(T) for each experiment. This
was compared to the temperature dependence of T as given by the results of all
experiments analyzed by the Blackman procedure. The baseline was adjusted
until the temperature dependences coincided. Such a procedure is valid only if
one ascertains from measurements at earlier times (where the baseline does rot
influence t) that a single pure relaxation time is inwlved. It is felt that
this procedure fixes the baseline precisely and gives results which are nore
internally consistent.

RESULTS

Fig. 2 shows the measured relaxation times fbr CH4 in mixtures with arpn,
as a function of temperature. Reproducibility is within2 %. The lines are
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tuo-parmeter least square fits, and are labelled with % CH4. Ethylene rela-
xes about 4 times faster than methane in the same temperature range . The
associated increase in the measuring difficulty is reflected in the poorer
precision, as can be seen in figure 3.

751 455 296 T/ K
-0.2-

-0.4 -

0)0
c" -0.4- 0

U -0.6

0

0.11 0.13 0.15
(T/ K)-I1/3

Fig. 3. Vibrational relaxation times of pure C2Hj4 - 0 This work4 McCbubrey'"; X McGrath"'; A Richards Aq; 3Cbrran, Lambert et al

1V Edmonds ; 1Arrnoldt ; + Nbmto • The line is a least squares
fit to the data of this wrk.

In the absence of the present results it would be very difficult to asses the

measurements of earlier workers who used ultrasonic dispersion techniquePZ'.The
present results confirm those of Lambert"who took care to use relatively pure
ethylene . The author is not aware of any shock tube results with which to
compare his results. One can however compare the methane measurements with
those of Simpson which are also obtained by the laser schlieren technique .

Agreement is excellent. Fig. 4 shows the results of early workers using ultra-
sonic dispersion" , ,3 . The latter are less precise than those from the
shnck tube studies, but they agree on the whole very well with the present re-
sult s.

DISCUSSION

The precision of the results in fig. 2 allows us to sensitively test the
linear mixture rule. Fbr each individual mixture they were fitted to straight
lines: log pr vs T-1/3. Fbr a given temperature, 1/pr was interpolated
from each mixture line, and plotted as a function of role fraction in fig. 5.
With only 5% measurement uncertainty, the curvatures observed are significant.
Deviations from the linear mixture rule is irDst pronounced at the highest
temperatures and Pi ole fractions < 0.02. Similar results have recently been
observed for N O and fbr C3 H 3. Only one other experimental shock tube
study showed s1ch behaviour. lznzer 35 used UV absorption of the individual
vibrational states of NO mixed with argpn at nole fractions as low as 0.0006.
The very strong deviation at -C 0.02 enabled the extraction of detailed
rate constants in the mechanisMfbr the equilibration of NO. In the same wayj,
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Fig. 4. Vibrational relaxation times of pure C _ This work (from
fig. 2)) X Jackson et al ;Hill and Wnter A . . ards andSigafbos 1 "OEucken and Aybar 2 , & More22 +vGttrell et al

curvature of the present results indicate that it might be possible to extract
ore infbrmation about energy transfer in the C-L - Ar system. It is rot
likely though that the present results have much to do with V-V processes,
since the laser schlieren observations are insensitive to such basically ther-
noneut ral reactions.

One need hardly emphasize the errors that are inherent in using linear
mixture rules at high dilutions. If one were to extrapolate the low role
fraction end of the curve at 1371 K to X = 1 one would be in error by a
factor of 15. Linearly extrapolating the high nole fraction end of the curve
to X = 0 would cause an error of a factor of 2. Hbwever the error could be
substantially larger if, as in the case of NO, even more profbund curvature
were fbund to exist at mole fractions less than 0.005.

CONCLUSIONS

It has been demonstrated that the vibrational relaxation rates of poly-
atomic molecules can be measured in shock tubes, especially if diluted by

inert gases. It has also been dernstrated that great care should be exer-
cised when using linear mixture rules in chemical kinetics.

i 1. mil MI-- ln_ _nin44 i
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Fig. 5. Non-linear mixture rule fbr CH4-Ar vibrational relaxation. Typical w
uncertainties are of the order of 5%.
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VIBRATIONAL RELAXATION AND DISSOCIATION RATE MEASUREMENTS

0IN POLYATOMIC MOLECULES

M. Tyaga Raju,S.V.Babu* Y.V.C. Rao and V. Subba Rao

Department of Chemical Engineering, I. I. T.

CKanpur, 208016, India

C- Laser schlieren technique has been used to obtain
vibrational-vibrational energy transfer and disso-
ciation rates in some polyatomic molecules behind
incident shock waves. A series mechanism was post-
ulated in the earlier studies to explain the meas-
ured energy transfer rates in SO 2 obtained using
the ultrasonic and laser induced fluorescence
techniques ur experimental and calculated results
on SO 2 shol'a double relaxation and energy trans-
fer by a series process at low temperatures and a
complex series-parallel process at higher temper-
atures. Our measurements of the dissociation rates
in S02 - rare gas mixtures show that the rates de-
pend on the mixture composition. Preliminary ex-
periments in CH -Ar mixtures indicate single exp-
onential relaxation.

INTRODUCTION

Intermolecular and intramolecular energy transfer studies in
polyatomic molecules have been widely studied during the past few
years. In general, the intramolecular vibrational-vibrationalenergy transfer rates are quite fast compared to the V-T/R rates

such that the vibrational modes attain equilibrium distribution
rapidly resulting in the relaxation of energy by a single V-T step I
involving usually the lowest vibrational mode.However, it has been
noticed in some molecules especially when the energy of the lowest
vibrational mode is less than the energy difference between it and
the next higher mode, more than one relaxation step characterises
the process. SO 2 is one such molecule to exhibit such a behaviour.
Several experimental techniques have been employed to investigate
it. These include ultrasonics, laser induced fluorescence and shock
waves. Initial experimental studies were all confined to low tem-
peratures. In a molecule with several vibrational modes there are
several pathways for energy transfer: a parallel process where
energy passes from translational degrees to different vibrational
modes indepedently, a series process in which the lowest vibratio-
nal mode receives energy from translation followed by V-V transfer

*Presently at Clarkson College of Technology, Dept of Chem. Engg.
Potsdam, N.Y. 13676.
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process and finally a more complex series-parallel process where more than one
vibrational mode is involved in a V-T process followed by faster V-V processes.
Lambert and Salter (1) required two relaxation times to explain their ultrasonic
dispersion measurements in gaseous SO 2 . Shields and Anderson (2) calculated
energy transfer probabilities from ultrasonic absorption studies in So2 - Ar
mixtures over a temperature range 300 - 500 K using the series mechanism.
Siebert and Flynn (3) used the laser induced fluorescence technique at room
temperature to estimate the energy transfer probabilities in SO2. Theoretical
calculations of Dickens and Linnett (4) at these temperatures are at variance
with these experimental results. Further, the thermal dissociation rates of SO2
obtained by various experimental techniques differed considerably. Hence, a
study of vibrational relaxation and dissociation rates have been measured over a
wide temperature and composition range.

EXPERIMENTAL
The experimental setup is described elsewhere (5,6). The driver

section of the shock tube was 15.3 cm ID and 1.68 m long ss cylindrical tube
and the low pressure section a 9.85 cm ID and 5.72 m long honed ss cylindrical
tube. The two tubes were joined together by an intermediate tapered ss section
which was permanently attached to the high pressure section. The two sections
could be locked together or unlocked by means of a coupling device. The driven
section could be evacuated to 2 X 10-5 torr by a 4" silicone oil diffusion
pump backed by a roughing pump. The combined leak and degassing rate in the low
pres surn section was measured intermittently and was found to be less than
5 X 10 torr/min. The driver section was evacuated by a separate mechanical
pump. Shock waves were generated by bursting mylar sheets of 0.005" thickness.
by a pneumatially operated mechanical plunger. Mixtures of H2 + N were used
as the driver gas to obtain the required variations in the shock velocity. The

shock speed was measured by means of gold resistance thermal gauges mounted
flush with the walls of the shock tube. The rise time of the thin film gauges
was found to be about a microsecond.

The observation station i.e. the point where the laser beam passed
through the shocktube was located 5 cm downstream of the last thin film gauge

and 3.5 cm before the end plate. It was ensured that there was no interference

from the reflected shock wave. Glass windows of 1" dia. were mounted flush with
the wall in plexiglass adoptors which were cleaned regularly with lens paper.
The 6328 A laser beam from a 0.5 mw Spectra Physics model 156 He - Ne laser
passed through the shock tube normal to its axis through these windows. The

laser beam emerging from the shock tube was reflected by an aluminum coated
surface of a quartz prism to fall on a knife edge. The distance between the
center of the tube And the prism was 1.35 m and that between the prism and the
knife edge was 5.5 m. The quartz prism was mounted on a platform which in turn
was fixed on the shaft of a synchronous motor. A straight edge of a razor blade
was used as a knife edge. It was mounted such that it could be moved smoothly

in a plane perpendicular to the laser beam to cut it along its vertical axis.
The light that was not cut off by the knife edge was collected by a 7 cm dia.
lens and focussed onto a type HP type 5082 - 4203 pin photodiode. The whole
assembly was mounted on a device which could be moved in the X,Yoand Z direct-
ions. The diode could be adjusted very precisely to receive all the light colie-
cted by the lens. The photodiode output after suitable amplification was fed

*directly to a Tek type lA5 plugin amplifier and a Tek type 549 storage oscillo-
scope.which was operated in a single sweep mode and externally triggered with
the signal from the thin film gauge just ahead of the observation station. The
overall response time of the system was measured by recording schlieren signals
in argon which was found to be about 0.12 microsecond.

MATERIALS
A GLC analysis of SO gas used in the experiment showed the presence

of about 2% of combined 02 eni N as impurities. A purified sample of SO2 by
repeated freezing, evacuation and melting gave idential results as the cylinder

A gas. Hence, The cylinder gas was directly used along with high purity Matheson

...... _____________
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helium (99.995%) and ultra high purity argon (99.9997) from Indian Oxygen LTD.

CR4 is of Matheson research grade (99.99%) purity.

EXPERIMENTAL RESULTS

Experiments were first conducted in pure CO2 in the temperature
range 600 - 1600 K. The schlieren trace yielded single exponential decay thro-
ughout the relaxation region without any observable deviation. The data obta-
ined agreed quite well with other laser schlieren data on CO2 . This ensured
satisfactory performance of the experimental setup. Density gradient profiles
in incident shock waves were obtained in pure 502 in the temperature range
550 - 1200 K. It was noticed that in a semilog plot of intensity versus time
the first few points deviate from the straight line drawn through the rest of
the points. Such a behaviour was absent in the case of CO2 . The final slopes
of such straight lines ignoring the first few points were converted to vibra-
tional relaxation times. The relaxation times were plotted on Landau - Teller
plots ( log PTr/vs T-1/ 3 ) and a least square analysis of the data gave the
following equation.

P = exp ( - 2.71 + 9.3 T-
1/ 3 )

Mixtures Of Argon In SO2

Relaxation measurements were carried out in mixtures of SO2 and
argon at different compositions. The density gradient profiles show the same
behaviour as In pure SO2; the initial points deviate from a straight lint dra-
wn through the later points. In order to obtain precise information about the

nature of this deviation, two oscilloscopes were simultaneously used to obtain
the complete time history of the decay of the signal right from the beginning.
In the regular experiments, the earlier part of the trace was off scale. For
this reaso, the vertical scale in one of the scopes was compressed by a factor
of five thus obtaining the total trace. On analysis, the trace obtained in 11%
SO2 - Ar mixture at P1 - 5.0 torr yielded two relaxation zones, one fast and
one slow with two time constants; ' - 0.28 microseconds and - - 1.04 micro-
seconds.7", is more than twice the time constant for the system. However, no
effort was made to analyse the faster process in view of its closeness to theI system constant. It may be surmised that SO2 does relax with two relaxation
times corresponding to a faster and a slower process.

An analysis of the mixture data using the mixture rule

t t.L-  x + 1-x
PT mix PT S2 -502 PT SO2- M

where ( PT ) mix is the relaxation time at I atm for the mixture, (PT)
mx S02-SO2

is the relaxation time at 1 atm for pure SO2, (PT) is the relaxation
time at 1 atm for SO infinitely diluted in the rar§OgasM and X is the mole
fraction of SO in tie mixture. A least square analysis of the data gave the
following equalions

(PT O2_ S exp (-2.96 + 11.9 T -

PT exp (-4.65 + 40.32T )

(PT ) 7 ep (- 7.5+54 . 68T-1 / 3)
so 2 - Re
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Energy Transfer Mechanism

Shields and Anderson analysed their ultrasonic absorption data in
SO / Ar mixtures using the series mechanism in which the lowest vibrational
moie of SO2 is first activated by a fast V - T step followed by the excitation
of the vi mode via the 2 v2 mode by a slow V-V step which finally equilibrates
with the v3mode by a fast V-V energy transfer process. The results from the
laser induced fluorescence studies at room temperature were also in agreement
with the above analysis. The present density gradients which show double ex-
ponential behaviour confirms two relaxation processes ; one a fast and the
other a slow process. However, these results cannot substantiate whether the
stretching modes received energy through a series, parallel or a complex
series/parallel process? It is, in fact impossible to distinguish between these
by measuring bulk relaxation rates.

It is to resolve this difficulty that the various energy transfer
probabilities have been estimated using the SSH-Tranczos theory in the tempe-
rature range 300 - 2000 K (7). In the following, the notation P : (a,b) re-
presents the probability that the quantum state of mode a is changed from
i to j while that of b is changed from k to 1 in a collision and states a, b
and c refer to the V2 , V1 , V3 modes respectively. The results are shown in
fig.l. It can be seen that at low temperatures, p16 (a,b) and P1 0  alone
are significant suggesting that at these temperatQ~es, the energy rel axes
via the series process 2 V2 -) vl whileV 2 is activated by a V - T process. All
this is in agreement with the experimental predictions. However, at and above
1000 K, p'0 (ba) attains values equal to and / or larger than p20 (ab) while
the value0 f p 0(b) also rises rapidly suggesting that at high t peratures a
complex series parallel mechanism may dominate over a single step i.e. both

- V2 and v, are activated by V - T processes.

fDissociation rates of SO2 in SO + Ar mixtures at different com-Spositions were measured behind incident shoci waves over a temperature range
of 4000 - 6000 K at initial pressures of 1.0 to 2.5 torr. The recorded signals
exhibited two exponentials, a faster one due to vibrational relaxation and a
slower one due to dissociation. The density gradient at the point of intersec-
tion of these two exponentials was used to obtain the initial dissociation
rates. A least squares analysis of the data gave the following emperical rela-• 'tions, 1
tions. k 3.34 X 1015 exp ( - k callmole) cm3 / mole sec.

* 02 -Ar RT

k 5.02 X 1014 exp ( - T66.6 K cal/mole) cm3 /mole.sec.
7S0 2 -so 2  R T

i- which demonstrate a strong dependence of the rate on the composition.

m u a Vibrational relaxation times of CH 4 in CH, - Ar mixtures have been
measured at various compositions over a temperaturerange 600 - 2000 K at
initial pressures 1.0 to 2.5 torr. The schlieren signals exhibited single ex-
ponential behaviour till around 1800 K and a double exponential behaviour above
this temperature. The double exponential behaviour above 1800 K is supposed to
be due to appreciable amount of dissociation of CR,. at these temperatures. A
typical schlieren signal and its semilog plot are 4 shown in fig.2. Similar to
all schlieren hirmals, it st vs a sharp positive spike due to the shock front
arrival at the o& .*rvatio- ,ation followed by a slow decrease. The signals .
exhibited a singles a' ien :1al behaviour till about 1800 K which is supposed
to be due to vibra4e...al relaxation in methane. The slopes of these lines
were measured. The inverse of these slopes are the vibrational relaxation
times in the laboratory time scale. The experiments are under progress and the
data will be published on completion.
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CO + 0 CHEMILUMINESCENCE: RATE COEFFICIENT

AND SPECTRAL DISTRIBUTION

A. Grillo and M. Slack

Research Department, Grumman Aerospace Corporation

Bethpage, New York 11714

0 ABSTRACT

Radiative combination of atomic oxygen and carbon
monoxide 

- -

CO + OC0 2 + hv

has been investigated attemperatures in the
vicinity of 3000 K. The absolute spectral
intensity of the chemiluminescence continuum was
measured between 2400 and 7000 A. An overall
photon production rate coefficientz
1o = 4(*.4) x 105 cm3 mole - I sec-1
was obtained in the presence of argon. Combined
with room temperature data our results yield a
rate coefficient Io = 6.0 x 10 5 exp(-1280/T)
cm3 mole -1 sec -1 in the temperature range
300 to 3000 K. The influence of selected third

)~ 2'bodies upon the chemiluminescence was also
j investigated.

INTRODUCTION

Chemiluminescence from the radiative combination of atomic
7oxy6en and carbon monoxide

CO + O CO 2 + hv, (1)

is often observed in the spectra of flames (Refs I and 2) and
has been used as a diagnostic to measure the atomic oxygen

concentration in combustion processes (Refs 3 and 4). High
temperature rate coefficient measurements of this
chemiluminescent reaction exhibit considerable scatter (Ref. 5)
and no study has been conducted on the influence of third bodies
at elevated temperatures. The objective of the present
investigation was to measure the rate coefficient and spectral
distribution for Reaction 1 at temperatures around 3000 K and to
determine the intluence of selected third bodies.

The emission intensity I from Reaction 1 has been observed
(Ref. 5) to follow the second order dependence

S 7t -."
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I = Io [CO 101 (2)

which is compatible with the following mechanism

CO + 0 + M - C02* + M (3)

co 2* - C02 + hv (4)

C02 " + M " C02 + M (5)

A steady-state analysis yields

I = k 3 k4 [CO] [01 [M]/(k 4 + k 5 iMi) (6)

and tor k5 [M] >> k4 this gives

10 = k 3 k4 [COI [O1/k 5  (7)

which leads directly to E. 2 with Io = k 3 k 4 /k5 in
units of cm3 mole-s sec- - Note that while the intensity
is independent of the concentration of the third body collision
partner M, it has been observed to depend on the nature of the
third body (argon, oxy6en and nitrogen).

EXPERIMENTAL TECHNIQUE

' IMixtures of CO - N20 - argon were heated behind
reflected shock waves in a conventional 3.81 cm i.d. stainless
steel shock tube, which has been previously described (Refs. 6
and 7). Upon shock heating the N20 rapidly dissociates toyield 0 atoms. Our ap9proach was to measure the spectral
distribution of the a solute intensity (Ax) from Reaction ,which when converted to a spectral rate and integrated yields
the total photon production rate coefficient (1o).
Experimental conditions in the reflected shock region were
typically 3000 K at a pressure of 3 atm; 3000 K was selected to
facilitate comparison with previous data.

The CO was 99.99% pure, the argon diluent was 99.999% pure
and the nitrous oxide was 99.99% pure. Gases were supplied by !
Matheson and used without further purification. Details of the

- .... 6as handling, shock velocity measurement, and experimental
procedures have been described previously (Ref. 6).

Absolute spectral intensity (AX) of the ghemiluminescence
continuum was measured between 2400 and 7009 A, using narrow
band interference filters (bandwidth -100 A) and an EMR 547
E-05M-14 photomultiplier whose cathode quantum efficiency was
calibrated against NBS standards. An oscillogram of emission at
3000 A is shown in Fig. 1. The radiating volume was
carefully defined by a series of apertures and baffles.
Concentrations of the shock heated CO and 0 were computed from
the measured incident shock velocity and initial mole fractions
of CO and N20. It is tempting to assume that the N20
dissociates completely and rapidly to N2 and 0, and to equate
the initial 0 atom concentration with the initial shock heated
N20 concentration. However, that assumption overpredicts the
0 atom concentration and would result in an underprediction of
Ax. We computed the time dependent 0 atom concentration in
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INTENSITY- T = 3040 K
X = 300 A P = 2.8 ATM

Ax, = go A 3% N20

17% CO
80% Ar

PRESSURE -*

TIME--

Figure 1. Sample CO + 0 Chemiluminescence Intensi,,ty and
Pressure Records

CO-N20-argon mixtures using an 8 reaction model of N20
dissociation (see Table 1), together with the standard CO/0 2reactions. From the measured intensity, the known radiating
volume and the computed reactant concentrations, the absolute
spectral intensity per unit volume per unit concentration of 0and CO was obtained.

TABLE 1 Nitrous Oxide Decomposition Mechanism

Reaction Rate Coefficienta Source

N 2 0+M = N2 +O+M 5x1014yxp(-29000/T) Ref. 19
N20+O - NO+NO 4.1x10 exp(-12350/T) Ref. 20
N20+O = N2 +02  4.4x1013ex?(-12350/T) Ref. 2002+M = O+O+M 1.8x10 1 8T- exp(-59380/T) Ref. 5
N2+O = NO+N 7.6xl01exp(-38000/T) Ref. 19
NO+O = N+O2  1.5x10 9 exp(-19500/T) Ref. 19
NO+02 : N02+O 1. 7x01 lexp(-23400/T Ref. 19
NO2 +M -NO+O+M I. xl0~1 exp(-33000/T) Ref. 19

a Units: cm3 mole-1 sec- I

- The majority of experiments were conducted with a mixture
of 17 mole. CO and 3.0 mole*. N20 in an argon diluent. The
influence of N2 was investigated by working in a nitrogen
diluent; other gas influences were investigated by addition to
the argon diluent.

A basic test of the relationship in Eq. 2 was conduqted at
temperatures close to 3000 K and at a wavelength of 3000 A.
The results in Fig. 2 clearly demonstrate that the intensity is

• .proportional to the product of 0 and CO concentrations for our
experimental conditions.
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100

INTENSITY - 0 O

0 X =3000 A

10 T = 3000 K
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CONCENTRATION PRODUCT 10] x [CO], mole 2 cm 4

Figure 2. Experimental Confirmation of the Relationship
S[OxLCOI

4

ARGON DILUENT

3

2
AX x 10,

W Ia'1 A-I
rm0162 CM 3

01I0 I I I I

3000 4000 5000 6000 7000
WAVELENGTH, A

Figure 3. Absolute Spectral Intensity Distribution from CO+O
Chemiluminescence Measured at 3000 K in an Argon Diluent
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RESULTS

Our measurements at 3000 K of t~e absolute spectral
intensity AX between 2400 and 7000 A are shown in Fig. 3.
The intensity was observed to peak about 3300 A, and decays
more rapidly at lower wavelengths than it does at longer
wavelen6 ths. Based on the recombination energy,ono
chemiluminescence would be expected below 2260 A.

The AX data in Fig. 3 was converted to spectrally dependent
rate coetticients for Reaction 1; integration yields a total
rate coefficient for Reaction 1 of

Io - 4(t .4) x 105 cm3 mole -1 sec- 1  (8)

at 3000 K in the presence of argon.

The influence of other diluents (or additives) on AX was
investigated at 3000 A. Changing from an argon to a
nitrogen diluent had no effect on AX. Similarly , the addition
of CO2 in percentages up to 10% had a negligible influence on
AX. In marked contrast, the addition of H2 , in mole
percentages ranging from 0.1 to 5, caused a reduction in the
observed intensity (e.g. a 50% decrease in intensity for 0.5%

H2). This influence of H2 is attributed to the competing and

conflicting effects of (1) 0 atom removal by reactions with
12, (2) possible quenching of the chemiluminescence by
4ydro6enous species, and (3) thermal emission of OH in the 3064I 4 band. Measurements at wavelengths other than the 3000
A band filter could eliminate the last concern, but4i decoupling the first two effects would require analysis beyond
the scope of the present investigation.

j f DISCUSSION

Earlier work on CO + 0 chemiluminescence is discussed and
compared with the current results.

Rate Coefficients

The rate coefficient Io and its temperature dependence
have been investigated in discharge flow experiments, in a flow
discharge shock tube, in a shock tube, in a stirred discharge
flow study, in a flame, and in a reaction vessel. Fig. 4
presents an Arrhenius plot of these I0 measurements.

Clyne and Thrush (Refs. 8 and 9) measured 10 in a
discharge flow tube between 200 and 300 K. The proportionality
of Eq. 2 was established, and I was found to be dependent on
the nature of the third body M ?see Table 2), but independent of
the pressure of the third body.

i4

Hartunian et al. (Ref. 10) employed a flow discharge shock
tube to measure the ratio of chemiluminescent intens ties across
a weak shock in a CO/0 2 mixture and obtained I - 10A exp
(-1260/T) cm3 mole-' sec- between 350 and 1680 K. This
rate coefficient is based on a ratio involving 10 from Clyne
and Thrush, and is therefore dependent on the accuracy of their
data.

__ _ __I
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10
5

RATE COEFFICIENT,
cm 3 mole -1 sec 1

104  
PRESENT WORK

* MEYERS& BARTLE 0

A KASKAN
+ PRAVILOV at al.
0 CLYNE& THRUSH

-- HARTUNIAN et al.
--- l MAHAN & SOLO

10 3 1 1 1

0 1 2 3
10 3 /, K -1

Figure 4. Rate Coefficents for the Reaction CO+O * C0 2 +hv

in an Argon Diluent (References cited in text).

Meyers and Bartle (Ref. 11) made absolute spectral inten-
sity measurements from shock heated O, CO and argon mixtures at
pressures between 0.5 and 1.0 atm and at temperatures of 2679
and 2943 K. They used shock heated ozone as the source of 0
atoms. The spectral intensity at 2943 K was reduced to a rate
constant of 3.80x10 5 cm3 mole-1 sec -  in thV presence of
areon; at 2679 K a rate constant of 3.83xIO may be obtained.

In a stirred discharge flow reactor at temperatures between
30U and 530 K, Mahan and Solo (Ref. 12) investigated radiative
recombination and also the overall rate of recombination of CO
and 0 to form 92. Their rate coefficient for Reaction 1 ,
10o =  1.4 x 1011 exp (-4790/T) has an activation energy
which is incompatibly high with respect to all other data.

Kaskan (Ref. 13) investigated CO + 0 chemiluminescence in
premixed CO/H2/air and CO2/H2/air flames. In the
temperature range 1500 to 190 K, Kaska estimates a rate
constant of 1.63 x 105 cm mole 1 sec which is low
compared to the results of Hartunian et al.

Pravilov et al (Ref. 14) measured I at 293 K, using a
reaction vessel into which mixturs o8 C8 , 0 and HT were
introduced, and obtained 1.5 x 10 cm; mole "1 sec- in
excess helium. This is low compared to the results of Clyne and
Thrush (Ref. 8) at the same temperature.
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Our own measurements are in good agreement with the early
work of Meyers and Bartle, and with the results of Hartunian et
al. (see Fig. 4). Combining our measurements (Eq. 8) with these
high temperature results and the room temperature data of
Clyne and Thrush, we obtain the followin6 rate coefficient

Io = 6.0 x 10 5 exp (-1280/T) cm3 mole-1 sec -1 (9)

for Reaction 1 in the presence of argon, and over the
temperature range 300 to 3000 K.

Spectral Distribution

In systems containing 0 and CO, the accompanying radiation
from 2500 to 7000 A appears in low resolution as a
continuous background or continuum. At high resolution, the
continuous backround has been resolved (Ref. 15) into a dense
rotational fine structure having no underlying continuum.

Meyers and Bartle (Ref. 11) measured the absolute spectral
inten§ity AX in low resolution ( -200 A) between 2500 and
7986 A, at two temperatures, 2679 and 2943 K. The intensity
does not exhibit a discernible temperature dependence over the
small temperature interval of the two sets of data. A
comparison in Fig. 5 shows the good agreement between our
present data and the earlier work of Meyers and Bartle.

SPRESENT WORK (3000 K)
A MEYERS & BARTLE (2943 K)

'1 A~x0

Fiur 5. 0 Abslut Intesit Ditibt oorO 7OO0
WAVELENGTH, A

Figure 5. Absolute Intensity Distribution for CO + 0

Chemiluminescence; Comparison of Present Work and Data of
Meyers and Bartle (Ref. 11).
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Vanpee et al. (Ref. 16) have measured spectral intensities
from a CO/H2 /02 flame and their data, while in relative,
rather than absolute units, confirms the spectral distributions
in Figs. 3 and 5.

Pravilov et al. have measured the chemiluminescence
spectrum for CO + 0 combination at room temperature (293 K) in
an He diluent (Ref. 14). Comparison with Fig. 3 shows that at
room temperature the peak inten§ity is two orders of magnitude
lower and is shifted about 800 A toward the red.

Diluent and Additive Effects

The influence of different diluents upon the
chemiluminescence has been the subject of only two previous
investigations at room temperature, which produced conflicting
results (see Table 2). Clyne and Thrush (Ref. 8) found that
10 increased in the presence of N2 and 02 ,relative to Ar;
10 decreased in the presence of He and Ne. Pravilov et al.
(Ref. 17) found Io independent of diluents (He, Ar and N 2 ).

TABLE 2 Third Body/Diluent Influences

Rate Coefficient (cm 3 mole -1 sec "1 )
Diluent Present Work Clyne & Thrush Pravilov

(T =30O0K) (T = 293K) (T = 293K)

Argon 4x10 5  8x110 3  1.5x103
N2  4x10 5  11 2x10 3  1 5x103
02 --- 12.Ox10 3  0.5x103 * I
C02 4xi 0 5  ---

* PO2 - 1.0 Torr.

t ;n the present investigation at 3000 K we found that AX at
3000 A was the same for N2 and argon diluents; the
addition of C02 and small mole fractions of H2 0 to the argon
diluent also had no effect on AX. Our NZ and argon diluent
data is in agreement with the observations of Pravilov et al.
(Kef. 17).

A systematic qualitative study of the influence of added
R2 on GO/air and CO/02 flame emission was conducted by
Weston (Ref. 1) Hydrogen was observed to reduce the
chemiluminescence continuum as recorded on spectral plates
between 2500 and 6000 A. These results are consistent with
the present observations of the influence of H2 , and an
investigation by Gaydon (Ref. 18). In all cases analysis is
required to decouple the influence of 0 atom removal by
reactions with H2 , and the possible influence of quenching by
hydrogenous species. Note that Weston also studied the
influence of gaseous H20 on CO/O 2 flame emission and found
that H20, like H2, markedly reduced the observed CO + 0
chemiluminescence.

CONCLUSIONS

A rate coefficient for the radiative combination of carbon
monoxide and oxy6 en atoms (Reaction 1) has been measured at3000 K in an excess of argon or nitrogen and the results (Eq. 8)
are in good agreement with earlier measurements by Meyers and

I<'
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and Bartle (Ref. 11). Serious differences remain between room
temperature rate coefficients, both with respect to magnitude
and influence of diluents.
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0 GAS MIXTURES. 9. MEASURE4ENTS OF 0 ATOMS IN OXIDATION OF H2 AND D2
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MResonance absorption spectroscopy has been used to
measure oxygen atom concentrations in shook heated H -O -
Ar and D -0 -Ar mixtures. Rich, lean and stoichiomtric
composit on have been studied in the temperature range
ery 1000 - 2500 K. Under all conditions studied, the hydro-

gen-oxygen reaction could be adequately described by a
small number of elementary reactions, and the rate con-
stants could be deduced for several of them. rom data .
riih aqd stoichiometric mixturesye fpu_4 (urlits of mole f
am s" for reaction 3 and mole-r ome s- for reaction 5)

H + 02 - OH + 0 k3 = 1.2El14 exp(-67.4kJ/RT)

H + 02 + Ar HO2 + Ar k 5 = 4.5E14 exp(14.2kJ/RT)
D + 0 2 - OD + 0 k 3D = 5.8E13 exp(-62.8kJ/RT)

? D 02 -Ir- DO2 + Ar kD = 2.2El14 exp(4l,2kJ/RT)

D + 0: + Ar D2 5Dr

The kinetic isotope effect for reaction 3 was found
to be 1.4 at 1500K, while that for reaction 5 was 2.0 in
the 1000-1200K range. Both of these values are smaller
than those found earlier from H and D measurements. Data
from very lean H -0 -Ar and D -0 -Ar mixtures fre ponjis-
tent with the rail eefficient (nits of mole- cms" ).

0 + H2 - OH + H k1 =4.2E114 exp(-57.5kJ/RT)

0 + D2 o OD + D k4D 1.9E14 exp(-59.6kJ/RT)
which are close to values that we have determined from 0

atom measurements in N 0-H -Ar and N O-D -Ar mixtures.
The isotope effect for 2 reation 4 frl tR above equa-
tions is 2.6 at 1500K, compared to 1.7 from our N2 0 ex-
periments.

INTRODUCTION

Over the past few years there has been growing interest in measuring atom
concentrations in reacting gas mixtures in shook tube experiments. Measure-
ments of H and D atom oonoentrations in the ycdation of H and D have been
reported from this laboratory and elsewhere , but the have leen no ex-
perimental data available on the measurement of 0 atoms in these reactions.
The present work has the aim of measuring 0 atom oonentrations in the oxida-

• . _.. ... ..V-
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tion of H and D2 by 0, evaluating rate constants of some of the elementary
reactions nvolved, a comparing the results with those obtained from H and D
measurements.

EXPERIMENTAL

All the data were obtained using a 4.6 cm diameter stainless steel shock
tube which has been described elsewhere . The resonance absorption specto-
metric technique was used for measuring 0 atom concentrations. The source of
radiation was a microwave discharge lamp (source B), the construction details
of which are given in Ref. 5. In all experiments the operational conditions
of the discharge lamp were maintained constant: 2.5 torr lamp gas pressure,
gas concentration 0.1% 0 in He, and 40 watts micgowave power. The discharge
lamp was calibrated fr inalysis of oxygen atoms by a procedure similar to
that used for H and D . Typical calibration curves for two temperatures are
given in Fig. 1.

orwr
1.--

0.5.

.0 0.2 0.4 0.6 0.6 1.0

o s tIo I TIME msec
[0] dI Mol/c c

Fig. 1. Calibration curves for Fig. 2. Transmitted intensity, as
analysis of oxygen atoms obtained attenuated by oxygen atoms in shock
from line shape measurements, tube, as a function of time for mix-

ture la at 1116 K and 2.36 atm.

Oxygen atom concentrations were measured behind reflected shock waves at
a distance of 2 cm from the end plate, close enough so that side wall effects
were minimal. Test times varied from 200 to 2000 microseconds. In each
experiment the pressure and the intensity of the lamp, as attenuated by oxygen
atoms in the shock tube, were recorded as a function of time on a digital
storage oscilloscope and then transferred to a strip chart recorder. The atom
concentrations were then evaluated from the oscillograms using calibration
curves. Representative pressure and intensity traces are given in Fig. 2.

MATERIALS

For making up sample gas mixtures we used Airco Research grade argon
having total hydrocarbon, hydrogen and oxygen impurities less than 2 ppm.
Matheson ultra high purity hydrogen (99.999%) and oxygen (99.99%) were used,
each containing less than 1 ppm hydrocarbons. Deuterium was also from

,'1 Matheson, 99.5 atom % pure. For driver gas we used Airco helium (99.995%) and
argon (99.999%) while for the discharge lamp gas we used Airoo Grade 5 helium
(99.999%) and the 0 listed above. No further purification of the gases was
attempted except f&r making mixture 1(a) in which the argon was further
purified by allowing it to pass through a trap containing 4A and 4B type
molecular sieves cooled to dry ice temperature. The molecular sieves were
expected to remove remaining hydrocarbon and water impurities. In this case
the gas samples were introduced into the shock tube via a hole (2 im dia)
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drilled at an angle through the end plug in such a way that the hole was very
close to the shook tube wall and did not affect the gas dynamics appreciably.
In all other experiments the gas samples were introduced hear the diaphragm.

RESULTS

The gas mixtures studied and the individual experimental details for
each mixture are listed in Tables 1 and 2 for H -02 and D -O , respectively.
As expected for H and D oxidation reactions, it was found ?hat the 0 atom
concentrations irereaseT exponentially with time after a short initial
period. The temperature range studied for each mixture was limited at the
lower end by the detection limit. At the lowest temperatures there was about
a 15% decrease of intensity over the total test time of 2030 i s.

The logarithms of the oxygen atom concentrations were plotted against
time, and the slope, dln[01/dt, was calculated for each experiment. In many
experiments, the first two points, at the shortest times, fell below the
experimental curve, but not enough detail was observable to show how the
exponential curve was approached. A representative plot of ln [0] vs. time
is shown in Fig. 3. All experiments displayed essentially the same features.
In Tables I and 2 we have listed the slope, k1 and [ 0] extrapolated to zero
time for each experiment for H2-02-Ar and D2-O2-Ar mixtures.

0'

Figure 3. Measured 0 atom concentrations
for mixture of 1% H , 0.5% 0 in argon at
1116 K, 2.36 atm. total pressure. 0, mea-
sured concentrations; -Line drawn through

/, data to obtain slope of graph;---, curve
a gcalculated using the data of Table 3.

r/ W4
t '/

/

' I *02 0.4 0.8 OA

TIME rm

DISCUSSION

Previous measurements on H and D have indicated that a kinetic mechanism
consisting of reactions 1-5 provides an adequate description of the hydrogen-
oxygen chemistry under our experimental conditions.

H 2 + 02 20H (1)

+H + HO 2  (la)

OH + H2  H 20 + H (2)

H + 0 2 OH + 0 (3)

0 + H 2  OH + H (4)

H + 0 2 + Ar -* HO2 + Ar (5)

There is still uncertainty about the relative importance of the ,reac-
tions (1) and (1a). It was pointe1 out by Jachimowski and Houghton and
confirmed by our H and D measurements that it is hard to distinguish between
these two reactions experimentally because they lead to the same kinetic

mmm ,.m mmm m m I mmm im
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Table 1. Experimental Data and Calculations for Formation of Oxygen Atoms
in H2-02 -Ar Mixtures.

Expt. [0] klCale.,

Temp., Press., Slop?,* as t * 0 Expt. Slope
K Atm s- mole cm 3  Cale. Slope mole- cm3s -1

Mixture 1 1% H2, 0.5% 02

1012 2.18 8.90E03 8.4E-14 1.25 2.9E05
1018 2.41 6.99E03 1.6E-13 0.86 5.2305
1036 2.38 9.75£03 4.1E-14 1.05 1.6E05
1061 2.21 1.09E04 3.9E-14 1.01 1.9E05
1061 2.32 1.03E04 5.7E-14 0.96 2.6E05

1074 2.31 1.23E04 4.AE-14 1.02 2.3E05
1097 2.34 1.2204 7.5E-14 0.86 4.4E05
1135 2.31 1.55E04 8.OE-14 0.88 6.1E05
1298 2.27 3.15E04 1.5E-14 0.86 2.9305
1325 2.19 3.10E04 1.9E-14 0.75 4.3E05

Mixture la. 1% H2, 0.5% 02

1056 2.19 9.21E03 6.8E-14 0.94 3.2E05
1075 2.59 1.06£04 8.3E-14 0.80 3.8E05
1112 2.37 1.28E04 5.2E-14 0.86 3.3E05

[ 1116 2.36 1.38E04 4.3E-14 0.91 2.8E05
1200 2.28 2.14E04 2.9E-14 1.02 3.3E05
1216 1.93 1.88E04 6.0E-14 0.88 8.8E05
1245 2.13 2.56E04 1.6E-14 0.81 2.5E05
1275 1.81 3.49E04 7.9E-15 1.10 1.7E05

, 1342 1.68 2.80E04 I.AE-14 0.85 4.4E05
1438 1.48 3.87E04 2.7E-14 1.08 1.4E06
1515 1.36 3.81E04 1.E-14 0.90 1.1E06

Mixture 2. 2% H2, 0.2% 02

1031 2.33 5.34E03 1,3E-14 1.20 1.2E05
1057 2.37 6.31E03 8.5E-14 1.20 9.4305
1081 2.48 6.92E03 1.1E-14 1.10 1.4E05
1110 2.35 8.19E03 1.3E-14 1.25 2.1E05
1203 2.00 1.38E04 7.4E-15 1.10 2.4E05
1277 2.36 2.03E04 2.8E-15 1.04 1.1E05
1322 2.18 2.14E04 3.7E-15 0.99 2.1E05
1410 2.05 2.28E04 1.7E-15 0.89 1.5E05
1429 2.21 1.75E04 5.2E-15 0.99 4.6305
Average ratio for mixtures 1, la and 2 0.96

Mixture 3. 50 ppm H2, 5000 ppm 02

1287 2.29 2.58303 1.E-12 0.91 2.5E07
1389 2.17 3.86E03 1.1E-12 1.12 3.3307
1488 2.14 3.81E03 2.0E-12 0.93 9.2307
1539 2.16 4.25E03 2.43-12 0.95 1.3308
1593 2.07 4.25303 2.3E-12 0.91 1.6908
1637 1.95 5.57E03 1.5E-12 1.18 1.3E08
1710 2.30 7.80303 8.8E-13 1.29 7.9E08
1956 1.96 7.24303 2.13-12 1.15 4.2308
Average ratio for mixture 3 1.04

slope is dln[0]/dt.
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Table 2. Experimental Data and Calculations for Formation of Oxygen Atoms
D 2-0 -Ar Mixtures.

Expt. r0olal.
Temp., Press., Slopy, as t -. 0 Expt. Slope kal,
K Atm 3- male cm-3  Cale. Slope mole- 1cm3 s- 1

Mixture 1. 1% D 2, 0.5% 0 2
1003 2.41 5.94E03 1.7E-13 0.99 1.7E05
1009 2.38 6.11E03 2.3E-13 0.98 2.5E05
1021 2.38 6.82Eo3 1.7E-13 1.00 2.0E05
1024 2.34 6.70E03 1.OE-13 0.97 1.2E05
1045 2.33 7.69E03 3.1E-13 0.96 4.5E05
1055 2.25 9.16E03 1.4E-13 1.09 2.3E55
1071 2.21 8.77E03 1-7E-13 0.97 3.2E55
1081 2.22 8.88503 1.6E-13 0.93 3.2E5
1107 2.22 1.13504 3.OE-13 1.00 7.2E55
1295 2.25 1.95504 2.OE-13 1.08 1.4E06
1312 2.31 2.61504 6.5E-13 1.01 4.9E55

Mixture 2. 0.1% D 2 0 0.05% 0 2
1421 1.74 3.63503 7.2E-13 1.13 1.2508
1495 1.88 4.12503 3.7E-13 0.99 7.6507
1565 1.82 5.46E03 1.9E-13 1.12 5.2507
1614 1.69 5.89503 2.3E-13 1.17 8.1E07
1646 1.73 6.28503 2.6E-13 1.08 2.0508

1699 1.94 6.62503 5.OE-13 0.97 2.0E08
1893 2.00 8.17E03 9.2513 1.03 6.2508
1918 1.62 9.35503 5.6E-13 0.96 4.95084,2346 1.27 1.20504 9.8E-13 1.15 2.7E09
2465 1.16 1.10E04 1.2E-12 0.97 4.3509

Mixture 3. 2% D 2  0.2% 0 2
1125 1.79 7.45E03 9.05-16 1.51 7.5503
1231 1.81 7.84E03 1.9E-14 0.97 3.0E05
1252 1.79 8.13503 3.4E-14 0.92 6.055
1286 2.09 1.36504 6.OE-15 1.13 1.1E05
1394 1.71 1.67504 2.2E-15 1.18 8.2504
1440 2.24 2.00E04 1.4E-14 0.97 4.8E5
1472 2.04 2.15E04 7.8E-15 1.01 3.455
1546 1.91 2.33E04 1.3E-14 0.98 7.9E05
1576 1.86 2.81504 4.3E-15 1.15 3.0E05

4t, ~ Average ratio far mixtures 1, 2 and 3 1.03

Mixtures 4. 0.2% D 2 0 0.4% 0 2
1001 2.51 2.84E03 6.8E-13 0.74 8.2E55
1042 2.62 4.11E03 6.4E-13 0.76 1.0E06
1113 2.29 8.02Eo3 2.3E-13 1.08 6.9E5
1124 2.45 7.71503 6.5E-13 0.93 1.9E06
1127 2.16 8.02E03 3-9E-13 1.06 1A4E06
1145 2.35 9.18E03 4.8E-13 1.03 1.7E06

1195 2.36 1.055014 4.8E-13 0.95 2.3E06
1263 2.30 1.47504 2.OE-13 1.01 1.5506
1285 2,22 1.61E04 1.6E-13 1.07 1AE506
1311 2.14 1.64E04 2.1E-13 1.03 2.1E06

Average ratio far mixture 4 0.98
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Mixture 5. 50 ppm D2, 5000 ppm 02

1374 2.67 1.34E03 1.6E-12 0.86 1.4E07
1393 2.62 1.77E03 1.4E-12 1.06 1.4E07
1434 2.48 1.80E03 1.4E-12 1.09 1.7E07
1493 2.42 1.91E03 2.3E012 1.06 3.6E07
1544 2.42 2.03E03 2.4E-12 1.02 4.6E07
1587 2.35 2.27E03 2.OE-12 1.09 1.6E08
1656 2.40 1.95E03 5.8E-12 0.84 1.6E08
1671 2.11 2.20E03 2.6E-12 1.05 8.8E07
1703 2.14 2.81E03 2.OE-12 1.27 7.4E07
1774 2.17 3.45E03 1.5E-12 1.41 6.7E07

Average ratio for mixture 5 1.08

S
Slope is dln [0]/dt

Table 3. Kinetic Data for H 2-02 and D 2-02 Reactions.

Arrhenius Parameters

Reactions A* E,kJ Reference

1. H2 + 02 b 20H 1.7E13 205.6 7

2. OH + H2 + H20 + H 1.0E14 27.2 See text
5.2E13 27.2 9

3. H + 02  OH + 0 1.2E14 67.4 this work
1.1E14 67.4 1

4. 0 + H OH + H 4.2E14 57.5 See text
2 2.3E14 57.5 11

2.2E14 57.5 10
5. H + 02 + Ar + H02 + Ar 4.5E14 -4.2 this work224.4E14 -4.2 1
1D D2 + 02 + 20D 1.1E13 205.6 1

2D OD + D2 4 D20 + D 4.7E13 29.3 See text

3D D + 02 OD + 0 5.8E13 62.8 this work1.6E13 62.81

4D 0 + D 2  OD + D 1.9E14 59.6 See text
1.6E14 59.6 11

5D D + 02 + Ar + DO2 + Ar 2.2E14 -4.2 this work
1.0E14 -4.2 1

Units of A, mole- 1 cm3 s-1 for Reactions 1-4; mole"2 cm6 s- 1 for Reaction 5.

behavior after a very brief initial period. In the present study we had hoped
to distinguish between them in specific experiments with mixture la in which
the impurities were expected to be exceptionally low, but without success.

After a brief initial period, reactions 2 to 5 reach the partial equili-
brium state in which concentrations of H. OH and 0 maintain a constant ratio
to one another. Under these conditions we obtain the following relationship
for 1: exp(2k - k (Ar])[0 2] t

to] = 0 (1)

L [02[ k0 ekxla t 2 1

where (01 k 4 or 00 k2 k 4  (II)

~k-k
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k4[H2] + k2[2] + 1III)

In these equations [ HJ and [0J are the initial concentrations of the mixture,
since all of our meaiurement% were taken during the induction period of the
reaction.

We have carried out numerical integration of reactions 1 through 5 using
the rate coefficients given in Ref. 1 as a first approximation, calculating
the slopes, dln i0]/dt, at each temperature. Since C = 1 for rich and
stoichiometric mixtures, the slope of the graph of ln [01 versus time was
determined mainly by reactions 3 and 5, reaction 5 contributing significantly
only below 1200 K. Accordingly, rate coefficients k and k- were adjusted to
get the best fit to the experimental data. The kiletic ata that gave the
best match to the data of Table 1 are listed in Table 3. The results obtained
from 0 atom measurements are essentially the same as those from H atom mea-
surements.

For the deuterium analogs of reactions 3 and 5 we found rate constants
somewhat higher than the values reported in Ref. 1. At 1500 K the isotope
effect for reaction 3 was found to be a factor of 1.4 while for reaction 5 at
1000 - 1200 K it is 2.0. These effects seem more reasonable than the values of
4.5 and 4.4 that we obtained earlier, in liPN of both the nature of the
reaction and also earlier experimental results ' .

Although rate coefficients k and k could be obtained from the rich and
stoichiometric mixtures, not enough de~ails could be obtained from these
mixtures for reactions (2) and (4). At extremely low concentrations of H
where C is no longer close to 1, reactions (2) and (4) become important. ThI
slope, for lean mixtures, is given by

dln[O] 2k 3 [02 ] k2k4( H21
dt 2 k3 °2](k2 +2k4) + k2k14[H2] (IV)

For mixtures such as 50 ppm H2, 5000 ppm 02

k3 [02 ](k2 + 2k 4 ) >> k2k/4[H 2 ] (V)

and thus, 2

dln[O. 2k2k14 [H2 ] (VI)
dt k2 + 2k4

)

However, the expression cannot be simplified to give rate constants for a
single reaction since k2 and 2k are not very different throughout our experi-
mentalorange. It does appear from the rate constants determied by Gardiner
et al. for reaction 2 and by Schott, Getzinger and Seitz for reaction
4, as used in our earlier paper, that 2k4 will be less than k2 except at thetop of our range.

p he rate coefficients for reactions 2,4,2D and 4D listed in our earlier
paper led to smaller calculated 0 atom concentrations than we observed. We
obtained good agreement with our data by leaving the Arrhenius activation
energies unchanged while increasing the A factors by about 40%, to the values
listed in Table 3 of this paper.

We have recently 11 measured rate constants for reactions 4 and 4D by
following the 0 atom concentration changes in shock-heated mixtures of 20 ppmN 20 and 100 ppm H 2(or D2 ) in argon. These rate constant expressions are
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0 + H2 . OH + H kq 4 2.3 x 10 14 exp(-57.5kJ/RT)mole- 1cm3
-1

O + D2 *OD + D k4D = 1.6 x 1014 exp(-59.6kJ/RT)mole-
1cm3s 1

and are considered to be within about 305 since the 0 atom concentrations were
determined mainly by reactions 4 or 4D, with minimal interference from other
reactions. Accordingly, we consider that the rate constants for reactions 4
and 4D actually lie between the values given in Table 3 and those listed
above, perhaps a little closer to the latter values. The isotope effect of
reaction 4 from the N 0 studies is about 1.7 at 1500 K., compared to 2.6 as
determined from the pesent work.

It seems that, in spite of our precautions, there were some H- or 0-atom-
producing impurities that initiated H and D oxidation. This is probably the
reason why our estimates of k , listed in rables 1 and 2 are erratic in many
experiments as shown in Fig. 4. However, in some of the experiments, parti-
cularly for reaction mixture la in which the impurities are exprted to be
low, our values came close to the curve of Jachimowski and Houghton , confirm-
ing that their k (or kla) is a good one.

9
S_ oOOo

fn0 0

I Figure 4. Rate constants for H2 + 0 20 a 20H calculated from experimental data.A ,

01 H 0.5% 0OQ, 1% H ,0.5% 0,, (Mix.
a); 2% 0;,50 ppm H, 5000

ppm 0; 1-,equation of Jachimowsi and

_ Hough on".

4-

3 X ' I 910 11
I04/T , K'1
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DIRECT MEASUREMENTS OF O-ATOM REACTIONS

WITH HCN AND C2H 2 BEHIND SHOCK WAVES

0P. ROTH, R. LOHR

Fachgebiet Str6mungstechnik

U Oversitdt GH Duisburg, D-4100 Duisburg, W. Germany

High temperature reactions of O-atoms with HCN and0~ H have been studied behind reflected shock
w~v~s in the temperature range 1500 K 4T!2600 K.
The O-atoms were generated by the known fast de-
composition of N 2 0. The time dependent behaviour

S of the O-atoms in the post shock reaction zone and
S the generation of H-atoms have been measured by

resonance absorption spectroscopy (ARAS). Because
of the sensitivity of this experimental technique
initial concentrations of reactants in the ppm
region are sufficient.

The interpretation of the HCN/N 0 measurements in
terms of rate coefficients can e given by the I
two-channel-reaction

2a .. 03~HCN+O 2- OCN+H k2a=1.2 10 exp(-746OK/T)cm s-

2b (CN+OH) (k2a+k2b) /k2a=1 .6

For the C2H2 /N20 reaction system the reactions10 3 1

C2H2 +0 C 2HO+H k 3a:7.2 10 exp(-6100K/T)cm s-

. CH2 +CO k 3b:2.0 10 exp(-3300K/T)cm s

are dominant in the low concentration reaction
system and the interpretation of measured H-and
O-atom profiles by the given rate coefficients is
easy to do and unequivocal.

INTRODUCTION

High temperature O-atom reactions are central to the general pro-
cess of hydrocarbon oxidation kinetics. The isolation and deter-
mination of individual rate coefficients is difficult because of
the normally complex reaction systems. It has been shown (for
example, ) that the atomic resonance absorption spectrophoto-
metry (ARAS) in connection with shock tube technology is a good

and successful approach to kinetic data acquisition. For the di-
rect time dependent measurements of H- and / or O-atom concentra-

I
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tions behind reflected shock waves, initial concentrations of re-
actants in the ppm region are needed. Because of this very high
dilution the number of elementary reactions which determine basi-
cally the overall high temperature reaction behaviour is low. In
most cases a simple kinetic interpretation of measured time deoen-
dent atom concentrations is possible.

In this paper the ARAS-method is applied to investigate the high
temperature reaction behaviour of O-atoms with HCN and C2H^. HCN
is known to be an intermediate in the NO formation kinetic3 and
was first proposed by Fenimore and measured by Bachmeier,
Eberius and Just s in rich hydrocarbon flames. The rate coefficient
of the HCN + 0 reaction has been measured by Davies and Thrush6
using flow reactor technique. Their low temperature results are

HCN + 0 --w OCN + H
_ 23 _!

k = 8.6 x 10 exp(-4075 K/T) cm s - 470 K&TA 575 K

Direct measured high temperature rate coefficients are not known.
The linear Arrhenius extrapolation of the rate coefficient from
low to high temperatures can lead to considerable errors. Similar
reactions are known to show significant non-Arrhenius behaviour.

The reaction of O-atoms with C2H is an important step in many
hydrocarbon combustion systems. Rt low temperatures it has been
extensively studied in flow reactors by different experimental
techniques (for example 7 8 9 10). Several free radicals were ob-
served as primary and secondary products. At flame conditions the
removal of C H mostly occurs by reactions with 0 and OH. Fenimore
and Jones 1 1  n Vandooren and van Tiggelen1 2 deduce rate coeffici-
ents from their flame measurements. In shock tube experiments

1 3 
14

the O+C H reaction could not be directly measured. This elemen-
tary reaction is included in the overall C2H 2 oxidation mechanism.In order to study the reaction behaviour of O-atoms with HCN and

C 2 H at temperatures T-1500 K we measured H- and O-atom concen-
trations in highly diluted HCN/N O-Ar and C H2 /N O-Ar systems. The
O-atoms were generated by the known fast de ompo ition of N 20.

EXPERIMENTAL

Extreme purity is essential if a shock tube is to be used to obtain
kinetic measurements on low concentration systems. The UHV-appara-
tus consists of a diaphragm-shock tube, a mixing and storage
bottle for the gas mixtures, and an optical system for the detec-
tion of 0- and H-atoms by the atom resonance absorption spectros-
copy (ARAS)3 .

The internal surface of the stainless steel shock tube (internal
diameter 7.9 cm) is specially prepared for high vacuum purposes.
The tube can be heated and is evacuated via a special end plate
valve by a forepump, turbomolecular pump, and liquid nitrogena
cooled titanium-sublimation pump to pressure down to about 10 mbar.
As molecular sieves prevent the forepump oil from entering the
tube, the residual gas is practically free of hydrocgrbons. Theleak-plus-outgassing rate is of the order of 8 x 10- mbar per mi-

nute. Only very pure gases are used. The argon has a purity of
99.9999 %, with N 2 being the main impurity. The present experiments
have been carried out with mixtures manometrically prepared with
calibrated diaphragm-type pressure gauges. Using metal seals
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(Au, Ag, Cu) the mixing system can be heated and evacuated by a
second pumping unit to pressures of p 10 8 mbar.

The optical detection system consists of a microwave-excited dis-
charge lamp, the absorption zone in the shock tube being separa-
ted on both sides by two thin MgF2 -windows, a Im McPherson vacuum
UV monochromator, and a special solar-blind photomultiplier. The
corresponding spectral lines Ha = 121,6 nm, OT = 130,5 nm are
excited in a gas mixture of He with 2% H2 or 02 that passes
through the lamp at a pressure of 6 mbar. The risetime of the de-
tection system is less than 20 is for a signal to noise ratio of
about 15. Experiments with argon alone at high temperature, up to
3000 K, showed negligible absorption signals due to impurities
or their secondary products, and so highly diluted mixtures can be
investigated up to this temperature. A more detailed description
of the experimental setup is given elsewhere 3 .

The optical measurement technique is a line emission - line absorp-
tion method with the spectral shape of the emitter line not being
known in detail and supposed to be mainly influenced by self-
reversion 3 . So calibration experiments have to be made to find out
the correlation between measured absorption and concentration.
The calibration procedure for H-atoms can only be performed on the

Ibasis of kinetic properties. For O-atom calibration the partial
equilibrium of O-atoms which can be realized behind shock waves
in Ar/N 20 mixtures have been used.

RESULTS

The shock tube experiments have been performed using gas mixtures

with various initial concentration
ratios of reactants highly diluted
in Ar. The temperature range of
both series of experiments was
somewhat different, the pressures
are approximately 1.7 bar.

HCN/N20 : 25/5, 25/25, 50/10,
50/50, 100/20, 200/40 ppm/ppm
1700 KAT 2500 K

C H /N 0 : 10/10, 25/25, 15'100

p~m pp , 1500 K4 T42575 K

Because of the different sensiti-
vity of the H- and O-atom resonan-
ce absorption (factor of about 10
in concentration) and the special
experimental arrangement it was
not possible to measure both atom

concentrations simultareously.
The absorption experiments have
been performed independently with

Figure 1. Absorption sig- temperatures of the H-atom mea-
nals behind shock waves surements being at the lower part
a) O-atom absorption in of the given temperature ranges.

H2N20-Ar mixtures
1b 0 Ps /div The general behaviour of the 0-atim

b) H-atom absorption in absorption signals is similar in
HCN/N O-Ar mixtures the HCN/N 20 and C2H2/N20 case.
100 P3 /div
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An example is shown in fig. 1, upper part. After shock arrival
the production of O-atoms from N 0 begins immediately and the
absorption increases. The atoms iormed react with HCN or C H
and the absorption reaches a maximum value. Then it decreaiei
because of the consumption of N 2 0 and the resulting reduction in
the O-atom production rate.

An example of measured H-atom absorption typical for both C H
and HCN systems is given in the lower part of fig. 1. The e~riy
signal increase after shock arrival indicates that H-atoms are one
of the direct products of the O-atom attack on C2 H 2 or HCN.

DISCUSSION

Because of the high dilution the reaction behaviour of the HCN/N2 0
and C HI/N 20 systems will be determined by only a few elementary
reactiohs. The known pyrolytical decomposition of N 2 0 and secon-
dary reactions of O-atom with HCN or C H, will be most important.
A direct decomposition of HCN and C H 1 of minor importance
under the present experimental conditions. The beginning of the
reactions can be kinetically modelled in the following way.

N 2 0 + M N2 + 0 + M

0 + R -- products + H

products without H

Si = HCN or C2 H2

i 2 HCN i 3 C2 H2

A simple analytical solution of the time dependent atom concentra-
tions in the reaction zone behind shock waves can be derived from
the above reaction scheme if the concentration R. is assumed to

be nearly constant.

103 C {{-exp (-clt) + exp (-cit) (1)
[N2 O]o c -c i

[HI cia c i  cI
[H1 2 i + exp (-clt) - exp (-cit)} (2)E N2 O0  c i  cl-Ci  ~ Cl-C

, =I k1 [Ar]

c i  = k i [Ri]o (kia + kib) [Ril o

Cia = kia[Ri o

k I : 2.4 x 10 exp (-30 800 KIT) cm s 2

k -x 10 ex
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The quantities c. and c. are identical if the reaction channel
ia only of the p~oposed' echanism is important. The given rate
coefficient kI has been taken from reference2

For every individual O-atom experiment the quantity c. or k.
(i = 2 HCN, i =3C H 2) has been varied to fit the measured c~ncen-
trations by equation (1). A good rendering of the O-atom maximum
is a specially used criterion . Two examples are given in fig. 2.

6.(
-CI-- : s - -
'Y/S

I01

z OPP HCN/ZOPM NO

0~ 2W 4W 660y jig

&lop

' 4
SFigure 2. Measured and computed -atom concentration

(simple kinetic model) _12 3 _.i
a) HCN/N 0-Ar mixture k2  5.8x10 1 1 cm35_ib) Cmixture k3 = 9.0x - cm

T in tne upper part computed and measured concentrations of the

": "~ ~ HCN/N ysemare mixtnure n kp 2 58 x 11cm 3
s Atr h

)lies below the computed curve. This was

found in all other HCN/N 0 experiments and is attributed to theinfluence of secondary ractions. An example of measured and co22-
-puted 0-atom concentrations in the C H/NO system is shown in

the lower part of fig. 2. The rate ce1figient ks which fits the

measured maximum value is much higher than in th other case. The
condition of nearly constant C2 H-concentration assumed in equa-

tion (1) is not satisfied. The d shed line in fig. 2 (lower part)
represents a computation in which C H2 is not assumed to be con-
stant. The difference in the measured O-atom concentration must
be explained by additional reactions which have to be taken into
account for a complete description of the reaction behaviour of
the system. For all O-atom measurements in the HCN/N 0 and C H /
N 0 systems the individual rate coefficients have bein deterAiNed
b~sed on the simplified reaction scheme. The mean value of k 2 and
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k can be given in simple Arrhenius form.

k 2 = 1.9 x 10 exp (-7460 K/T) cm s

10 3 1

k 3 = 7.3 x 10 exp (-4600 K/T) cm s

The H-atoms measured in both reaction systems have been 
fitted in

a similar way by using equation (2) of the simple kinetic model.

The coefficients c2 and c are known from the O-atom experiments

and the only fitting parapeter in both cases is the reaction

channel ratio cia /Ci  kia /ki. Two examples are shown in fig. 3.

100pp- HtH'20m. tl,
T 1720 K Figure 3. Measured and

IHI computed H-atom concen-
s- tration (simple kinetic

model)

-4--- a) HCN/N2 -Ar mixture

VV - - -- =I- 1.65

Cin' V15.CA#/=XMNP4O /2a0

_ b) C2 H2 /N2 0-Ar mixture

k3  2.65

0 200 - 400 1 --s k 3 .I4
In the upper part an H-atom concentration profile measured in the

HCN/N 0 system is shown together with the computed profile usingI a ratio c /c = k2 /k? = 1.65. The agreement between experiment
and calcuiati is remakably good. The given ratio of rate coeffi-

cients for these individual experiments is greater than 1. This

means that the decrease of the O-atom production rate and the in-
crease of H-atoms cannot be explained by only one reaction channel
2a. In the lower part of fig. 3 an example of a measured H-atom

concentration profile in the CjH /NO reaction system is given.
The drawn line represents the i e Dehaviour computed from equa-

tion (2) using a coefficient ratio k /k 2.65. The dashed line

gives the result of an additional comutation with C2 H, t const.
At times t>300 vs the measurement lies below the compued curves.

This must be explained by further reactions not included in the
simple reaction model.

By analysing all H-atom experiments in the described way individu-

al reaction channel ratios k. /k. under different experimental con-
ditions could be determined. ' n ;he case of the HCN/N2 0 reaction
system a channel ratio.

2 1.6 1700 K 4 T 4 2200 K

k2a

independent on temperature was found
1 s . From the measurements in

the C H /N 0 system a temperature dependent mean value of the ratio
,C /ks gouid be derived and given in simple Arrhenius form'

6 .



0 Reactions with HCN and C2H2  1599]

k 3

1.03 x exp(1500 K/T)
k3a

All data interpretations are based on the above given simple
kinetic reaction model.

A better fit of measured H- and O-atom concentrations especially
at later times can only be achieved by additional reactions.
Reactions of products with the initial molecules and reactions of
products with other products have to be considered. In theHCN/N 0
system the reaction scheme given in Tab. I has been proposed wi~h
suitable rate coefficients.

Reaction Rate coefficient cm 3s -

N20 + M -18- N2  + 0 + M 2.4x10 - 9 exp(-30 800 K/T)

HCN + 0 2a OCN + H 1.2xlO exp(- 7 460 K/T)

2 b ~102b (CN + OH) O.7x10 exp(- 7 460 K/T)

OCN + 0 - CO + NO 3x10

OCN + H - CO + NH 3x10

CN + 0 - CO + N 3x10 - 1

CN + OH -- OCN + N 3x10- 11

N 2 0 + H - N2  + OH 1.3x10 exp(- 7 600 K/T)
12

HCN + OH -- CN + H 20 10

Table 1. Kinetic Data for the HCN/N 20 Reaction System
23 _1

Reaction Rate coefficient cm s

N20 + M -- N2 + 0 + M 2. 4 x10- exp(-30 800 K/T)

C2 H2 + 0 a C2 HO+ H 7.2x10 exp(- 6 100 K/T)

3-- CH 2 + CO 2.OxO10 exp(- 3 300 K/T)
CH2 + 0 - CH + OH 1.5x10

HCO + H 0

CH2 + H - CH + H2  5.0xIO

C2 HO+ H - CH 2 + CO 5.Ox1O

CH2 +C2H2--- C3H4 1.5x10 - K/

CTHb + OH products l.Oxe0 exp(- 7 000 KT)

°" .ITable 2. Kinetic Data for the C2 H2/IN 20 Reaction System
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In Tab. 2 the kinetic data used in the C H /N 0 reaction system
are shown. The computer simulations were p~rformed to determine
whether or not the preliminary estimates of the rate coefficients
k and k, or k and k 7 , given above, must be modified, if a
mare det led raction icheme is used. The measurements and com-
puter simulations are not sufficient to determine further rate
coefficients. For both reaction systems, a nearly perfect fit in
most cases, and at least a satisfactory fit in some cases was
achieved. An example is shown in fig. 4. In all cases the influence

of the additional reactions on the com-
puted H-and O-atom concentrations are
relatively weak. Because of the good
agreement between experiment and calcu-
lation, found in all cases, the estima-

' \ '- - tes of the rate coefficients k. and k.
are confirmed by the computer iimulat±O

15 1s

__ - In fig. 5 the rate coefficient k ob-' rained in the HCN/N 0 reaction s~tem

is shown together with the low tempera-0 LO P m ture results of Davies and Trush 6 .TheINZOI2 tmedcin ish obvious 0nf reain sltsae non-Arrhenius behaviour of the rate co-
a'3 ft a-W' efficient is obvious. In fig. 6 results

of the present shock tube measurements
on C H + 0 reactions together with
avaiiagle results obtained by various
experimental techniques are summarized.
The room temperature values and the re-

_ _commended extrapolation of Jones and
S4W 6W am Bayes1 0 for k fits the present results4 if non Arrhen~s behaviour of k 3a is

assumed.

Figure 4. Measured and. computed H- and O-atom concentrationI profiles in the HCN/N 2 0 reaction system using the reaction
scheme of Tab. I

'--- - -

IFigure 6 Rate coefficients

-im •

20K " of the reaction C 2H 2 +0.

Figure 5. Rate coefficients of the
reaction HCN+O -o OCN+H.

"U~f.
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THE EFFECT OF MINUTE QUANTITIES OF IMPURITIES ON SHOCK

TUBE KINETICS. THE REACTION H 2 + D2 + 2HD
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Jerusalem, Israel

Harvey F. Carroll

Department of Physical Sciences, Kingsborougho \Community College of CUNY, Brooklyn, NY, USA

An ultra-clean 2 in I.D. single pulse shock tube coupled
to an atomic resonance absorption detection system was

0constructed in order to determine H atom concentration by
Lyman-a absorption. The shock tube with its LiF windows was
baked to 3000C and pumped down to ^-10-7 torr under this
baking temperature. Ultra-pure argon could be shock heated
to 1-2500 K with no spurious H atom absorption. The system
was constructed in order to study the kinetics of chemical
reactions, which are strongly catalyzed by H atoms, under
the conditions where no such atoms are detected. -The tube
fulfilled the function of a single pulse shock tilt but at
the same time provided the knowledge whether or not H atoms I
were present in the hot gas. Specifically, the role of H
atoms in the H2 + D2 exchange reaction was studied. Mixtures
of hydrogen and deuterium diluted in argon were shock heated

to 1375-1760 K; samples were then taken from the tube andIanalyzed mass spectrometrically for the ratio [HD]/[D 2 ].
1400 K was the highest temperature at which no spurious H
atom absorption was observed in a shocked mixture of
1% H2 -1% D2. Under the conditions of no absorption, no

(or (1%) HD conversion was obtained. At higher temperatures,
Lyman-a absorption was detected and more HD conversion was
observed. A comparison between these results and results
obtained previously in less clean systems suggests that the
high HD conversion observed in the past was strongly
influenced by hydrogen atoms generated from impurities. The
existence of a molecular mechanism in the H2-D2 exchange
reaction is thus highly doubtful.

INTRODUCTION

One of the major advantages of the shock tube over the conventional oven heat-
ing is the homogeneous conditions under which a chemical reaction can be
studied at high temperatures. As the heating is gas dynamic, heat does not
flow across the tube walls; they remain cold and prevent heterogeneous cataly-
sis. This behavior was very often stressed when chemical kinetic studies in

shock tubes were presented. The question of an uncontrolled homogeneous
catalysis was but very little discussed, although it might create severe
problems, as severe as in the case of heterogeneous catalysis. Impurities in
the shock tube, depending upon their nature and quantity, can produce uponj

N m m
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shock heating active fragments which might then participate in the main

reaction. This is in particular true when an unreactive chemical system is

subjected to contaminants which can easily be decomposed by the shock wave to

produce active radicals or atoms. These can later homogeneously catalyze the

studied chemical reactions.

The most common contaminants are leaked oxygen, water, and pump oil as

well as hydrocarbon inpurities in the carrier gas. The latter two create the

more undesirable situation. Although the commonly used pumping systems can

easily reduce the pressure in the tube to a suitably low level (^I10- 5 torr),

some hydrocarbon oil molecules are always able to make their way through the

trap and become absorbed on the shock tube walls. They are later stripped off

during the shock process and decompose in the hot gas. Their decomposition,

together with that of the hydrocarbon impurities in the carrier gas, leads to

the production of H atoms, one of the most chemically active species.

The oxidation of carbon monoxide and the exchange reaction between

hydrogen and deuterium are only two of many examples where chemical reactions

are strongly catalyzed by very small concentrations of hydrogen atoms.

H + 02 - OH + 0 1

OH + CO - CO2 + H 2

H + D2 - HD + D 3

D + H2 - HD + H 4

Clearly, in order to study the clean molecular processes:

CO + 0 2 - C02 + 0 5

and H2 + D2 - 2HD 6

the condition where no hydrogen atoms are present in the reaction system must

be established. We shall later show that such conditions do not at all exist
in conventional shock tubes.

It was already shown fifteen years ago that when a mixture of hydrogen

and deuterium highly diluted in argon is shock heated in a conventional single

pulse shock tube to the temperature range 1100-1300 K, a considerable con-

version to deuterium hydride (HD) occurs with an activation energy of 40

kcal/mole1' 2' 3 . Since this temperature range and activation energy are much

lower than what is required to dissociate molecular hydrogen to hydrogen

atoms, the production of HD could not be explained on the basis of an atomic

displacement mechanism (reactions 3 & 4) in view of the apparently very low

concentration of H atoms in the system. A molecular mechanism (reaction 6)

and a 4-center transition state H4 was therefore suggested in order to explain

the experimental observations.

H, + D2  HD+ HD
b 6

It should be emphasized that the ruling out of the 3-center atomic dis-

placement route (reactions 3 & 4) was based on a calculated vaZue of H atoms
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assuming two sources: the self dissociation of the hydrogen molecule and the
known leak rate of oxygen. No attempt was ever made to actually determine the
H atom concentration in the hot gas.

When a 4-center transition state H4 was suggested as an intermediate in
the H2-D2 exhange

l, attempts were made by a number of theoreticians to
calculate a reaction path on the H4 potential energy surface that would switch
atoms but at energies less than a single H2 dissociation. However, no matter
what structure was assigned to the H4 complex such a path could never be
calculated4-6 . The reaction barrier was always above the H2+2H asymptote. (An
H6 intermediate was later suggested7'8 but the temperature at which the
reaction was studied was too high to allow the formation of such a complex.)

Serious objections were therefore raised9' 10 to the proposed Hk
transition state claiming that the main source of H atoms was not the
dissociation of molecular hydrogen but shock dissociation of hydrogen
containing impurities such as pump oil, for which the activation energy is
much lower.

In order to clarify this and other points, we decided to study the ex-
change reaction between H2 and D2 in a single pulse shock tube and at the same
time to determine the H atom profile directly, using Lyman-a absorption at
1215.67 A. The goal was to achieve the conditions where no cbsorption of HI atoms around 1400 K would be observed and at the same time to find out whether
exchange has occurred. The work described in this article is part of this
effort.
EXPERIMENTAL

In order to achieve the conditions where no spurious H atom absorption at
Lyman-a would be observed due to impurities, an ultra clean single pulse shock

Itube was constructed. It was 2 in I.D. made of electropolished seamless
stainless steel tubing. The driven section was 4 m long and the driver had a
variable length up to 2.7 m. All parts of the shock tube were cleaned with
trichlorethylene and methylene chloride prior to their assembly. The only'rubber or plastic material in the high vacuum system was the Viton O-rings in
the Al gate valves.

Pieces of the shock tube were connected with copper gaskets, except for
the last half of the driven section, which used gold gaskets to ensure smooth-
ness in the region of the formed shock wave. Shock speed for temperature
calculations was measured with flush mounted Model 6QP 500 Vibrometer quartz
transducers. An additional transducer to record the pressure - time history
was mounted in line with the optical path.

The vacuum system consisted of a 4" diffusion pump charged with Dow
Corning 705 oil and tWo Varian 4" Long-Life LN2 Cryotraps separated by a I m,
4 in I.D. curved pipe. Roughing was done by a mechanical pump located 2.5
meters away from the shock tube port and trapped with LN2 and a 5 X molecular
sieve; all this to prevent back streaming of pump oil into the shock tube.
The bakeable gas handling and mixing manifold was made of stainless steel and
used Nupro metal seal bellows valves. The pressure was read by Schaevitz
diaphragm type pressure transducers. A schematic diagram of the pumping

a system is shown in Figure 1.

Diaphragvw used were 0.3 mm aluminum, scored with a knife edge to ensure
a clean burst. Dry nitrogen was used to fill the shock tube when changing
diaphragms and kept flowing at positive pressure while the shock tube was
open.

The test gas for the exchange studies was composed of 1% Matheson
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Research Grade hydrogen (99.9995%) and 1% Matheson C.P. Grade deuterium

(99.5%) diluted in Matheson Grade argon (99.9995%). Prior to preparation, the
storage tank and gas handling system were baked to 3000C under high vacuum.
All gases were passed through previously baked under vacuum Merck 5 1
Molecular Sieve beads in a trap cooled with ethanol and LN2 (about -100 0C).
All connecting tubings were flamed under vacuum if they had been open to the
air. The test gas was prepared in an 8 liter stainless steel tank at 100
psia.

36 10 e

Tank

* oaphraqrM
Scta To gas landling

monifold and

HeDr Drv n _gou ges
drvrie Figure 1. A schematic dia-

blegram of the pumping system
of the ultra clean shock

ec TrapTrap tube. Note the long dis-
..ecnocor Se,.e rap tance between the pumps and

,Nothe shock tube port.
0 I g .ot valve~~h gh Ocunt VoIlo--I

SHOCK TUBE VACUUM SYSTEM

The object of all the precautions taken was to keep the system clean and
minimize the production of spurious H atoms upon shock heating. When these
were not taken, for example, when the 99.9995% argon was used without further
purification, some Lyman-a absorption was noticed already at 1500 K. It was
also found that the test gas had to be introduced into the shock tube through
the end block and not through the diaphragm section as is usually done. Doing
so, minute traces of pump oil located near the diaphragm section were swept
out of the tube during the introduction of the test mixture rather than into

the tube.

In order to be able to bake the shock tube with its LiF windows to
300 0 C. a novel double window system shown in Fig. 2 was designed11. This de- I

Am: sign was necessary since unlike quartz or glass, a gold gasket cannot be used
to make the vacuum seal as the pressure needed would crush the window. Epoxy
is most commonly used to seal these windows, but it begins to decompose at

wall
thickness

gold gaset bolt 0.25

*6 Figure 2. The end block of the
". .... lx7 L F 4tube with its double window ar-

lIgh So_ ,e rangement. The system is bakedS ached to 300 C.

\optical path" hre
yy seal,4 Shc ferultub
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about 150 0C, thus limiting the baking temperature. In this design, the
windows on the walls of the shock tube are flush mounted and held in place by
a metal ferrule. They are not vacuum tight and are not epoxyed in. The
second window which provides the vacuum seal is epoxyed in place and is
separated from the shock tube by a thin walled (0.25 mm) stainless steel tube
to minimize heat transfer to the epoxy seal. On the other side of the shock
tube the thin walled tube is replaced by thin bellows. It provides a flexible
connection to the monochromator and allows for slight changes in position
owing to the shock tube expansion upon baking. This system has been baked
repeatedly to 300 0C at 5x10 -7 torr overnight with no decomposition of the
epoxy.

With the shock tube and double window just described, baked overnight to
300 0C under 5x10- 7 torr, very good performance was obtained. Matheson Grade
argon which was further purified with a 5 X molecular sieve at ",-1000C could
be shock heated to ^.2500 K without showing any H atom absorption at Lyman-a.
1% H2 in argon purified as above could be shock heated to 1500 K with less
than 5% peak absorption. These conditions were found satisfactory and
suitable for the H2 + D2 exchange studies.

The spectrometric system attached to the shock tube consisted of the
Lyman-a radiation source, the optical cell (the shock tube with its double
window system), the monochromator and the extreme solar blind photo
multiplier. The light source is a conventional one made of 13 mm O.D. quartz
tube through which 1% H2 in helium is flown at 2-3 torr. The Ophthos Evanson
microwave cavity received 50 watts power from a KIVA 2.45 GHz generator. A
McPherson Model 218 0.3 m scanning monochrometer is attached to the opposite
side of the end block. An EMS Model 542G-08-18-03900 extreme solar blind
photomultiplier, operated at 3000 V picks up the signal and feeds it to a
Model 805 Biomation Waveform Recorder modified for two channel operation.
Signals are displayed on an oscilloscope and recorded on an X-Y recorder. The

Lyman-a signal at 1215.67 A had a signal to noise ratio of over 10 to 1. The
response time of this arrangement was 50 lisec. Typical synchronized pressure
and absorption traces are shown in Figure 3.

%He - 1% Dn9% A, in How - %Dab, 99a99b %Ar

TS 1440 K -2 K

uAe . 1- n efr ee oe r3K w

r I n~id ~t ShOck 
4

Figure 3. Synchronized pressure and Lyman-a absorption traces. A mix-
ture of 1% H2-1% D2 in 99.998% argon shows considerable absorption around

i • l400 K.

~RESULTS AND DISCUSSION

A number Of shocks were run over the temperature range 1370-1760 K with an

initial pressure pi "60 torr. For each shock the Lyman-a absorption was
recorded using the spectrometric system described earlier. In addition, a 50
ml sample was collected from the end block of the driven section for mass
spectral analysis. Analyses for Ha, HD and Da were done on an ATLAS MAT CH4
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mass spectrometer. Dwell times were approximately 2 msec.

A summary of the experimental results is given in Table 1. It shows the
shock temperature, the percent absorption at the leak of the absorption trace
and the percent conversion expressed as I[HD]/D 2]It - I[HD]/D]I o . Although
the data are somewhat scattered they give a clear picture, in particular when
compared to shocks run previously in conventional (rather than ultra clean)
single pulse shock tubes.

The exchange results obtained in the present study (L,B & C 1980) are
shown in comparison with four previous studies. They are expressed in a

graphical form as [HD]t/[HD]eq plotted against the temperature and are shown

in Figure 4. The differences in the extent of exchange in the five different

Table I

Results of the Exchange Tests in the Ultra Clean Shock Tube

Shock Shock Temperature Peak Absorption
No. K in Percent [HD]/[D]}t - JEHD]/[Da]O

1 1370 10 0.8
2 1420 6* 1.8

3 1430 25* 3.6
4 1440 'LO 3.1
5 1495 16 2.5
6 1505 m5 1.5
7 1580 -5 6.4
8 1610 16 10.3
9 1710 15 15
10 1715 17 26
11 1760 57 27

*unpurified argon

studies are striking. In the early studies of Bauer & Ossa1 and Lifshitz &
Burcat2 a few percent conversion to HD were already obtained at 1100 K whereas

in the present study a temperature of 1500 K was necessary to observe the same
extent of exchange. When looked at from another angle, at around 1400 K, no
(or less than 1%) exchange was obtained in the present study, whereas in the
two earlier studies mentioned above, 35-50% exchange was observed at that
temperature. The only difference between the present (L,B & C 1980) and the
earlier studies (B & 0 1966, B & L 1967) is the cleanliness of the systems
used. In the present study, an ultra-clean shock tube has been used and no
absorption of Lyman-a radiation was detected at 1400 K (see Table I). In the
previous studies, relatively unclean tubes have been used, and no purification
of the gases was attempted. Since no H atom detection systems were coupled to
these tubes, no information is available as to how many H atoms were present
in the hot gas. However, Lifshitz and Frenklach examined the Lyman-a
absorption in a mixture of 1% D2 -1% H2 in prepurified argon (99.998%) using
the same tube used by Lifshitz and Burcat ten years earlier. Under the

same pumping conditions and similar overall experimental conditions, almost

complete absorption of the Lyman-a radiation was observed around 1400 K. This
clearly indicates a high concentration of H atoms, probably sufficient to
bring the exchange close to equilibrium via the H + Da + HD + D chain.

In all the studies performed the extent of HD production was strongly

'dependent on the cleanliness of the shock tube used. The study of Lifshits
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and Frenklach (1976)12 was performed in a relatively clean tube but not as
clean as the present one. Extents of exchange were higher than the ones in
the present study but considerably lower than the ones reported in the two
early studies. (See Figure 4.)

- 70 -

60-

-50 -

0 o- Q4

.2In. 4 Figure 4. A comparison
. ,eO' between five exchange

Colpo 0 U studies. The extent ofUe 2- 6 exchange is determined

0 -,0 by the cleanliness of
the tube.

1100 1200 1300 1400 1500 1600 1700 1800

T,K

Actually, Figure 4 represents also a plot of [HDlt/[HD]eq vs. percent
absorption of the Lyman-a radiation, except that the percent absorption scale
is different for each study. In the three later studies, where Lyman-a
absorption was followed, the extent of exchange was higher for higher optical
densities. The percent absorption for a given mixture and tube conditions was

• always found to increase with temperature. This suggests that the

concentration of H atoms increases with temperature. The X axis in Figure 4
may be very well replaced by H atom concentration for a given study.

The only conclusion that can be drawn from this analysis even before
carrying out any calculations is that the exchange was due to impurities that
generated hydrogen atoms upon shock heating.

Supporting evidence to what has already been concluded is found in the
rate law which was deduced in many H/D shock tube exchange studies1'2 '13- 15.

In almost all cases, a strong third body effect was observed (effect of the
argon diluent). It was interpreted as the participation of the argon in
vibrationall) exciting the exchange partners. We believe that the strong
dependence of the exchange rate on the concentration of the third body was
related to its function in stripping off the absorbed pump oil impurities from
the shock tube walls and dissociating them as well as the hydrocarbon
impurities in the argon, with the consequent production of hydrogen atoms.

One should also mention the exchange studies performed by Kern et al., 16

who determined the time profile of the HD in a TOF mass spectrometer coupled
to their shock tube. They found a rate law in which [HD]t was proportional to
t2. Since the concentration of the hydrogen atoms increases linearly with
time and since d[HDJ/dt is proportional to [Hl t , a quadratic time dependence
for (HD]t must show up.

Additional supporting evidence for the radical chain mechanism can be
obtained by the following simple calculation. For this mechanism, at low
extents of reaction, the concentration of [HD]t is given by:

[HI t z [HI[Da]kst I

On the assumption that the mechanism is indeed a chain reaction mechanismOn-easmtinta Itt (]D]a
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(reactions 3 and 4) let us calculate what should be the H atom concentration,
and what should be the equivalent Lyman-a absorption in order to obtain the
same extent of exchange observed by Bauer & Ossal or Lifshitz & Burcat 2 .

At 1400 K, k3 = 1.25x10 12 cm3mole-1sec -1 . For a 2 msec reaction time
(common to 2 in single pulse shock tubes), 105 exchange will require (Eq. I)
an average concentration of H atoms of 4x1O-11 mole/cc. For 50% extent of
exchange the value will be somewhat higher than 2x10 - 10 mole/cc. In an
optical path of 2 in with a conventional atomic resonance light source, the
latter will cause at 1400 K some 80% absorption of Lyman-a radiation depending
upon the specific calibration curve chosen1 2 ,17. In view of the Lifshitz and
Frenklach measurements of Lyman-a absorption in a conventional single pulse
shock tube, such absorption (and even higher) would certainly be observed in
the Bauer & Ossa or Lifshitz & Burcat experiments, if atomic resonance
detection systems were attached to their tubes.

CONCLUSIONS

On the basis of the exchange rates obtained in this study and their comparison
with previous exchange studies, it is believed that the exchange between two
hydrogen molecules observed in the past is the result of homogeneous H atom
catalysis. The formation of a 4-center transition state is therefore very
doubtful.
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MOLECULAR BEAM TECHNIQUE FOP RECORDING

CHEMICAL SPECIES BEHIND INCIDENT SHOCK WAVES
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Institut fulr Thermodynamik der Luft- und Faumfahrt, Universitft

Stuttgart, Pfaffenwaldring 31, 7ooo Stuttgart 8o, Germany

It is the purpose of the present paper to develop
a molecular beam technique for recording continu-
ously the concentration of chemical species behind
the incident shock wave in a shock tube. The
sample is drawn through a diverging nozzle located
at the end of the low pressure section of the
shock tube. The inlet diameters of the nozzles
are 1-4 mm. It is assumed that the expansion is
so fast that freezing of chemical reactions
occurs. With a skimmer a molecular beam is formed
which is analyzed with a quadrupole mass filter.
Preliminary experiments were performed with N2
and binary mixtures of N2 and 02 at initial
pressures between I mbar and lo mbar and at Mach
numbers ranging from M6)= 6 to Wts= 12 . Experi-
mental results are compared with intensities which
are determined theoretically assuming a maxwellian
distribution function behind the incident shock.

INTRODUCTION

The experimental setup used in this paper is similar to devices,
first proposed by Skinnerl, 2 ,3 . In his experiments the molecular
beam was drawn from the gas heated by the reflected shock wave.
The important difference is, that in our case the gas sample is
drawn continuously from the flow behind the incident shock wave,
thus a nearly undisturbed sampling is possible. The shock tube
has been coupled directly to the molecular beam system without
using a second diaphragm, which would disturb the flow. Pressure
differences occuring between the low pressure section of the
shock tube and the vacuum chambers of the molecular beam system
are compensated by differential pumping. In the low pressure
section pressures between one and ten millibar are used. Behind
the expansion nozzle pressures lower than lo- 4 millibar are
obtained by a high pumping capacity. As a consequence of this
high pressure difference the nozzle flow starts without delay.
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EXPERIMENTAL CONFI(URATTON

In Figure I the principle of the molecular beam apparatus is
shown.

CVA*Ys baics Apertit. SkNmur 0wiPwng b*s

Detector

uum~ki A rnr [ -Imrnbok

1br 
0011

2 00 s 2000IM200D3US

Fig.1 Schematic diagram of molecular

beam apparatus

The low pressure section of the shock tube ends in a dumping tank

so that most of the incident gas expands into this tank. The gas
sample needed for the measurement is drawn through a supersonic
nozzle located at the end of the dumping tank. This nozzle cuts

jout the sample from the core of the flow behind the incident
shock wave and expands it within a few microseconds. Freezing of
the chemical reactions occurs. Behind this nozzle there is a
skimmer whose entrance diameter is in the order of some mean free

I paths of the molecules at this point. Thus a molecular beam is
formed. The position of this skimmer is variable in axial direc-
tion and behind the skimmer there is an aperture in order to
keep the ambient pressure for the molecular beam as low as
possible.Thus in the detector chamber a vacuum of approximately
io- 7 millibar is obtained and interference of reflected molecules I
with the beam is avoided. Because in all measurements only the
core of the flow is used, no disturbance by boundary layer effects
can occur as it is the case for measurements behind reflected
shock waves, in which the gas sample is drawn through the thermal
boundary layer on the end plate of the shock tube. The molecular
beam is analyzed by means of a quadrupole mass filter, which is
movable in three directions. In each run the concentration of
only one mass is measured, because the duration of flow is in the
order of some hundred microseconds.

The exchangable tips of both nozzles were produced galvanically
to get an extremely sharp nozzle entrance and a very smooth
inner surface. The tips of the expansion nozzle have diameters
between one and four millimeters and the entrance diameters of
the skimmer are between two and five millimeters. The length of
the shock tube is 8 m and the inner diameter is 38 mm. The vacuum
tank of the molecular beam system has a volume of o.7 m 3 . Shock
tube and first dumping tank are built in UHV-techniaue to ensure
that the test gas could not be impurified.
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FEATURES OF THE MOLECULAR BEAM

The distance between the expansion nozzle and the skimmer defines
the freezing time of the reactions. The known relation for the
collision number leads to a number c that is characteristic for
the process of freezing. When

c f nacdt
tf

where t. is the freezing time, becomes very small, the process
of freezing is finished. The freezing time in the experiments
carried out is in the order of one microsecond. By determination
of the width of the radial beam intensity profile in the mole-
cular beam one can find out, whether the nozzles are well posi-
tioned. Figure 2 shows a characteristic axial density profile
in the molecular beam behind the last orifice, whose diameter
was ten millimeters.

xt:250mm

1 2 3 rim

Ms 10.8 , I =O,8mbor Test Gas 79%N,.21%02

Fig.2 Radial density distribution in
the molecular beam for different
distances L between skimmer and detector

It can be seen, that the duration of flow in the molecular beam
is much longer than the flow in the shock tube, which is caused
by the molecular velocity distribution of the particles in the
shock tube. Figure 3 shows a typical ion profile in air measured
with a Langmuir probe in the shock tube and Figure 4 shows the
corresponding ion current in the molecular beam measured with a
Faraday cup.

Assuming a Maxwellian velocity distribution for the molecules in
the flow behind the shock wave and using the flow variables after

I the expansion as initial conditions one can derive an analytical
expression for the particle current in the molecular beam. The
calculation takes into account the geometry of the experimental
setup and the shape and length of the density profile of the -

particles in the flow behind the shock wave.

_ I. . .. ."
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Fig.1! Ion profile in the molecular beam.

Experimental conditions:
Test Gas 79 % N2 , 21 % 02;

Ms=lo,8; p1  o,8 mnbar;

7 Ions: NO.
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For the particle current in the molecular beam the following
result is found:

(t) B [(x + u-L-)exp(_x 2 )+ (l-erf xi)] for t < t

and

. 2). 2 c
1(t) = B (I + U)exp(-x2)-( x

2 + U)exp( 2 i e dc
2 c em 1 2 cm 2x 7V x c

for t > t 1

where tI is the length of the ion profile in the shock tube
and

B eAun6 2  VWr u2  Vff

7 u cmL 2 -T

l t c x2 c c(t-E7 c

The two expressions for I1(t) and 12 (t) give the arrival
conditions at the detector for molecules which are in the
volume A-u-t I  in the flow behind the incident shock wave, when
t I  is the duration of flow in the shock tube, u the flow velo- t
city and A the entrance area of the skimmer. As the calculation
not only includes the mass dependent particle current with

respect to time but also the mass dependent radial intensity
distribution the measured concentration profiles in the molecular
beam can be corrected by comparison with the calculated profiles.
The comparison between a measured and a calculated ion profile in
the molecular beam is shown in Figure 4 for NO+. Figure 5 shows
an example of a neutral density profile in the molecular beam.

0.1 V 1 10" parfcIies/W sec

M, .10.8. p, - 0.Smbr , L : S0cm
Test Gas 79%N 2.21%02

Fig.5 Density profile of NO in the molecular beam

• mw , m_ _ _ _ m_ _ _ _ __l_ __l~lllIIN~lll IIII = IIII
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Measurements of the beam concentration under various conditions
have shown, that the measured beam intensity is a function of the
distance between nozzle and skimmer as it is shown in Figure 6.
At very short nozzle-skimmer distances the intensity decreases
rapidly.

0

C

3

/ Test Gas Air

2

30 t.o 50 60 70 80
Nozzle Skimmer Distance tn Nozzle Dometers

Fig.6 Beam intensity in dependence of the skimmer
position

Figure 7 shows particle energies, measured in the molecular beam.
The shock Mach numbers in the range between m = 8 and VW 12
were chosen because of the reactions which are investigated.
Higher and of course lower particle energies are available.

~N2

,I'

iI //
5 NO

3/

C // °

/ Te.,st Go
/ - -- Nitrogen

21 
f

Shock Mach Number M.

Fig.7 Particle energies in the molecular beam
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Previous measurements at the well known high temperature system
N2-0^ have shown, that it is possible to measure with the
desckibed experimental setup continuously the concentrations of
reaction products that originate behind incident shock waves. In
the system N -O2 thermal ionization occurs, where the ion NO+
dominates. T~us the system can be used to calibrate the mass
filter so that absolute concentration measurements become
possible. As the transformation of the density profile in the
shock tube to the density profile in the molecular beam is given
by an analytical expression the time dependent particle concen-
trations can be measured in the molecular beam.
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0SHOCK TUBE STUDY OF THE THERMAL DECOMPOSITION
0OF HYDROGEN CYANIDE

0Attila Szekely, Ronald K. Hanson and Craig T. Bowman
High Temperature Gas Dynamics Laboratory
Department of Mechanical Engineering

Stanford University

Stanford, CA 94305

The decomposition rate of hydrogen cyanide,

HCN + M - H + CN + M (M=Ar)

has been determined in the temperature range 3570 - 5036 K using a shock tube

k °technique. HCN - Ar mixtures (3 - 142 ppmv HCN) were heated by incident shock

waves at post-shock pressures of 0.17 - 0.29 bar, and CN emission from the

B2Z+ _ X2Z+  system rear 388 nm was used to monitor the time-varying CN

concentration. Interferences from secondly reactions, including:

CN + HCN (2N2 + H

H + HCN AH 2 + CN

were minimized by using low initial HCN mole fractions. An important

feature of the present experiments is that the emission records extend to

& + long enough times fur the HCN to be converted completely to CN, thereby
making the emission intensity traces self-calibrating. The experimental
data are closely fit by the Arrhenius expression

k 1 1 4 .6 1 ±0.11) exp[(-44740± 1060/T)j cc/mol-sec

The present rate coefficient data, together with data at lower
temperatures (2200 - 3300 K) by Roth and Just [1] and Roth [2), have been

analyzed using unimolecular reaction rate theory.

tU
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I. INTRODUCTION

The kinetics of hydrogen cyanide are of current interest in studies of
pollutant formation from the combustion of fuels containing organically
bound nitrogen. As a first step in a program to investigate the pyrolysis
and oxidation of HCN, an experimental study of the unimolecular decomposition
of hydrogen cyanide:

k1

HCN + M - H + CN+M ()

was undertaken.

The only prior determination of k is due to Roth and Just [1], who
measured the rate coefficient in the temperature range 2200-2700 K using
H-atom resonance absorption. Subsequent studies by Roth [2] have extended
this range to 3300 K. The present experiments, based on an alternative
measurement scheme, using CN emission, provide data in the temperature range
3570-5036 K. The combined temperature range of these three studies is
nearly 3000 K, thereby enabling an accurate assessment of the temperature
dependence of the rate coefficient and contributing to a better understanding
of the unimolecular decomposition of small molecules.

II. EXPERIMENTAL

The experiments were carried out behind incident shock waves in a 15-cm
internal diameter stainless steel shock tube. Diaphragms made of Lexan, 1.0
to 1.8 mm thick, were ruptured by increasing the driver gas (He) pressure

until the plastic was punctured by a fixed crossed-knife device located
downstream. Prior to each run the shock tube was evacuated with a diffusion
pump to a pressure of 6 x 10 torr or loweE, with a combined leak and4 outgassing rate typically less than 3 x 10- torr/min.

Two sets of experiments were conducted, with hydrogen cyanide supplied
by two different manufacturers. Scientific Gas Products supplied a mixtureI of 3.19% HCN in krypton, with an estimated level of impurities of less than
20 ppmv, the main impurity being water. Airco Industrial Gases supplied an
analyzed mixture containing 1.01% HCN, <5.4 ppmv CO2 , <2 ppmv H20, <1 ppmv
O, <0.2 ppmv SO , and the balance argon. Mixtures of HCN in Ar were
piepared by partial pressures immediately before each run in a stainless
steel tank and mixed with an externally-driven stirring rod. Initial (
pressures in the test section were in the range 2-6.5 torr, with HCN mole

fractions of 3 to 142 ppmv. Post-shock pressures varied from 0.17 to 0.29
bar.

The progress of the decojp~sitiqn+reaction was monitored by measuring
CN-radiation in the violet (B E - X E ) system around 388 nm, using a Bausch
and Lomb 1/4-meter monochromator with a spectral bandwidth of 16 m, coupled
to a Dumont 7664 photomultiplier tube. The radiation profile was recorded
on a Nicolet Explorer III digital oscilloscope with a resolution of
0.5 ps/data point. The spatial resolution of the optical system was varied
from 3 to 6.5 mm by adjusting the entrance and/or exit slits of the
monochromator or by changing the horizontal width of a slit placed between
the shock tube and the monochromator. Additionally, the electronic response
time of the system was varied in the range 1.5-2.5 lis by using low-pass
filters with different cut-off frequenciep. In this way adequate ratios of
chemical reaction time to shock transit time and electronic rise time could be
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achieved, while maintaining a good signal to noise ratio. A typical
experimental trace of CN emission intensity as a function of laboratory
time is shown in Fig. 1.

III. DATA REDUCTION

In all the experiments, very small concentrations of HCN were used,
so that:

1. the heated gas is optically thin, and
2. the post-shock temperature is essentially constant during the test

time employed for rate coefficient determination ( < 400 sec).

If V is the output voltage of the detector and I the intensity of
spontaneous emission incident on the detector, within the spectral bandwidth
of the monochromator, then:

V CLI O [CN]L (T)

where [CN] is the time-dependent CN concentration, L the shock tube diameter
and CP(T) a function of temperature which takes into account the CN

spectroscopy and the optical arrangement. Since T is essentially constant
throughout an experiment,

V = const. x [CN]

and the CN concentration time history is given by the V vs. time record. IThe rate coefficient, kl, was determined by matching measured and

calculated histories of [CN]/[CN]max, where [CN]max is the maximum [CN]
concentration attained within a given experiment. The following five-
reactin mechanism was employed in the analysis:

HCN + M H + CN + M (1)

H + HCN H2 + CN (2)

CN + HCN 2 CN 2 + H (3)

C N + M CN + CN + M (4)
2 2
H2 + M H + H + M (5)

Forward and reverse reactions were included, the rate constants used being

given in Table I. A sensitivity study showed that CN formation is dominated
by Reaction (1) for the initial HCN concentrations employed. The influence
of the other reactions is negligible for a range of reasonable values of the
rate coefficients (See Figs. 2 and 3). The presence of a CN emission plateau
in all experiments, together with a consistent, concentration-independent

Vmax/[HCN]o vs. T curve, confirms the fact that CN-removing reactions
play only a minor role within the reaction times of interest. Table II

lists the experimental conditions and the determined kl-values for all the
runs. The tabulated kl-data were fit to an Arrhenius expression in the

temperature range 3570 - 5036 K, Fig. 4. The best least-squares fit to

the data is given by:
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kI = 10(14.61± 0.11) exp[(-44740± 1060)/T] cc/mol-sec

corresponding to an activation energy of 3722 8 kJ/mol, significantly lower
than the endothermicity of the reaction (AHr 502.3 kJ/mol [3]; see
discussion).

IV. DISCUSSION

The low initial HCN concentrations used in the present study were chosen
so as to minimize the contribution of secondary reactions, especially (3), to
the removal of HCN. Experiments in progress suggest a value of k3 of about
3 x 1013 cc/mol-sec in the temperature range 3500 - 4200 K. For the lower
limit of the temperature range of the present experiments, reaction (3) limits
the initial HCN concentration to several tens of ppmv if significant kinetic
interference is to be avoided.

The fact that experiments performed with HCN from two different sources
are in excellent agreement indicates that impurities present in the gases
did not affect the determination of the rate coefficient. The effect of
impurities such as P20 and 02 in the test mixture, due to leaks and
outgassing, was investigated analytically and found to influence the
determination of k, only minimally.

A reported source of error in determining kinetic parameters by
monitoring radiation from electronically excited CN is the possibility
that CN(B 2E+) is not in equilibrium with CN(X 2E+)[4]. If CN(B 2E+) is
not in equilibrium with CN(X 2E+), however, then it should only differ from
the equilibrium value, CN(B 2Z+)e , by a temperature and pressure-dependent
factor which is given by a combination of collisional activation and

ideactivation and radiative quenching rate coefficients. Since both T and
P are essentially constant throughout the present experiments, the ratio
[CN(B 2E+)]/[CN(B2E+)]max should be equivalent to [CN]/[CN]max  at all times.

For the present experimental conditions, reaction (1) is within the low
pressure, second order regime. According to weak-exchange process theory
[5],

k1 - c kls'c" (6)

where Oc is the weak-collision factor, and k '  is the strong-collision
rate coefficient. kls'c" can be computed using methods outlined in (5].
For our conditions, the values of ac range from about 0.02 at 5000 K to
0.04 at 3600 K, which is within the range for experimentally determined
Os for the decomposition reactions of other small molecules (5]. In addition,
the temperature dependence of $c over the temperature range 2200 - 5000 K
was determined, using the present experiments together with those reported
in 11-2]. The individual ac - values together with a best least-squares fit:

0c 10(6 . 7 5 ± 0.42 )T-(2 .27 ± 0.12) (7)

IK
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are plotted in Fig. 5. The temperature exponent is in reasonable agreement

with the value suggested by Rabinovitch and coworkers [7,8] in the weak-

collision limit. Fig. 6 shows the present kl-values, the data of Refs.
1 and 2 and a plot of k, vs. T obtained by using Equation (6) with c
given by Equation (7).
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TABLE I

Reaction Rate Coefficient Reference

HCN + M H + CN + M 4.07 x 10 14exp(-44740/T) Present experiments

H + HCN -H 2 + CN 2 x 101 2  Estimate

CN + HCN C2N 2 + H x 1013  Estimate (based onexperiments in

progress)

C2N2 + M + 2CN + M (3.51 x 1012/5!]T 1 /2(63160/T)5x 4

exp(-63160/T)

H2 + M - 2H + M 2.2 x 1014 exp(-48310/T) 9

* cc/mol-sec

TABLE II

Run # T(K) P2 (bar) X0CN(Ppmv) k1 (cc/mol-sec)

1 3570 0.26 2.7 1.74 x 109
2 3613 0.26 17.0 1.82 x 109

3 3650 0.22 3.5 1.74 x 109
4 3730 0.25 36.0 2.56 x 109

5 3770 0.22 3.0 2.78 x i0
6 3770 0.26 142.0 2.54 x 10 9

7 3776 0.25 73.0 2.94 x 1

8 3800 0.25 1.7.0 3.42 x 10 9

9 3840 0.22 60.0 3.50 x 109

10 4020 0.19 27.0 5.88 x 10 9

14 4039 0.29 72.0 6.47 x 109

12 4065 0.31 19.0 7.00 x 109

13 4120 0.29 17.0 7.80 x 1010

14 4220 0.26 36.0 9.00 x 101

15 4275 0.23 12.0 9.07 x 1010
16 4355 0.20 19.5 1.50 x 10 10

:17 4545 0.20 22.0 2.60 X 10 10
S18 4580 0.19 15.0 1.92 X 10 10

19 4820 0.19 20.0 3.00 x 1010
20 4920 0.18 22.0 5.35 x 1010
21 4920 0.18 22.2 5.35 x 1010
22 5036 0.17 39.0 6.05 x 1010
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The thermal decacpositicn of hydrogen azide dilute in argon
has been studied in the pressure region from 55 to 200 Torr,
between 850 and 2000 K. The evolution of species such as HN3
NH(lA), NH( 3 -), NH2 and N3 was monitored behind incident

.c shock waves using emission techniquies. At temperatures T
lower than 1250 K, the fast consumption of HN was preeded
by an induction period which became negligible at higher
tenperatures.For T2 > 1250K,the apparent rate constant of
the deccposition process,determined from HN3 half-life,was
found to be of first order in both HN3 and Ar. -It-
With mixtures containing 0.5 mol % HN and 1250< T (K)<1400,

3 2our investigation yielded an expression which is iF good
agreement with that of Kajimoto et al. in the same tempera-
ture and dilution ranges,but at higher prelsures.However in
opposite to Kajimoto et al.'s results, NH( A) was found to
be the principal product of primary reaction step whereas

(E-), NE2 and N appeared to be secondary products. At
T > 1450 K,the acivation energy was much lower than that
ditermined by Demin et al. at higher pressures.With mixtu-
res containing 2 ol % HN3 , the rate constants were higher.

INTRDUCTION4 Previous studies have brought some information about the general cha-
racteristics of the explosive decomposition of hydrogen azide,HN3 , when a
laminar flame as well as a detonation take place (1-4).This gaseous compound
is very endothermic and able to sustain a flame at very low pressures and in
highly dilute mixtures .The mechanism of explosive deconposition is ccmplex and
its study has shown that HN3 is a source of H radicals and vibrationally
excited nitrogen molecules (5).

Thermal decomposition of HN3 dilute in argon has been already studied
in shock tubes with monitoring by spectroscopic techniques (6,7) but the data
reported by the different authors are in disagreement on several points.In the
low temperature range studied by Zaslonko et al. (8),the reaction is essential-
ly a chain process with a rather extensive induction period followed by a rapid
decomposition of HN . The appearance of a vibrational non-equilibriun during
deccmposition, due ?o the formation of vibrationally excited nitrogen molecules
and the transfer of energy to HN molecules, would explain that the reaction
order and the activation energy 4aried with pressure between 1 and 6 atm. At
lower pressures, the order would be equal to 2.According to Kajimoto et al. (7)

- 1
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the reaction rate was of first order in both HN3 and Ar in the 600-2200 Torr
pressure range,and the primary step yielded to the formation of N2 and NH( 3 Z-),
whereas, for Zaslonko et al., NH(lA) was the first radical produced.

Because of these uncertainties, we have reinvestigated, in a large tem-
perature range and for two distinct mixtures but at lower pressures,the ther-
mal deconposition of shock -heated HN dilute in Ar, using infrared,visible and
ultra-violet emissions with the aim oi precising HN3 pyrolysis.

EXPERIMEWAL.

Details of the preparation of gaseous HN have been given previously
(9). Briefly,HN3 was obtained from the reaction gf concentrated orthcphosPhcric
acid with sodium azide at 40*C.Mass spectra did not reveal any presence of itpu-
rities in the prepared azide.

Mixtures of HN3 diluted to 98 and 99.5 mol.% with Argon were heated
behind incident shock waves to temperatures of 850 to 2000 K and postshock
pressures of 0.04 to 0.25 atm.

The shock tube which consisted of separate elements carefully joined
in line, was entirely made of glass with an inner diameter of 22 + 0.1 nn.
The driver and driven sections were 1.15 m and 2.15 m long respectively, separa-
ted with a diaphragm which was made of a Terphane sheet of 5 m thickness
and placed in a quick-change mount.Prior to diaphragm bursting,the shock tube
was evacuated down to a pressure of 10 - 3 Torr, then filled with Helium in the
driver section and with the gaseous mixture in the driven section.

The optical setup consisted - of a series of plane windows,l0 mm dia.,
mounted on a flat-milled piece of glass tube,and made of quartz or KRS 5 accor-
ding to the spectral region of interest, - of one cooled InSb detector with a
maximum spectral response near 4.67 pm frequency - of photcanItipliers type RCA
1P 21 and Hameatsu R 928 for visible and UV radiations - yf narrow bandpass-
filters chosn to follow species such as HN 4.67 um, NH( A): 326.5 nm (HBW:
9.3 nm), NH( Z-): 338.1 nm (HBW: 9.1 nm), i?: 600 nm (HBW: 9.33 nm), N :270 nm
(HBW: 9.7 rrn) and one 210 nm filter (HBW:13 nom). The optical signals were am-
plified with a high speed electrical device and recorded on oscilloscopes si-

multaneously with pressure. A series of piezoelectric gauges (Model LEM 20H48
and 2OH47), flush with the inside wall and equally spaced over a 0.7 m distance
along the driven section, could determine the precise tire at which the incident
shock front passed along the observation windows and also measure the incident
speed and wave deceleration. Since all circuit elements had a fast response,no
significant errors could be attributed to electronic sources.

Incident shock parameters were computed in the conventional way from
incident shock velocities and gas initial conditions with taking the heat capa-
city of hydrogen azide into account and the growth of a laminar boundary layer
behind the shock front (10).

RESULTS.

a) Time histories of the IR, visible and U V emission records.

The feature of HN, (v2 ), N A), NH( E N and W emissions, so as
the 210 nm emission is drawn with respect to particle tine in Fig.l and 2 for
0.5 and 2% HN3 molar fractions, in the whole range of tenperature studied.
Time zero is representative of the shock wave arrival, determined by the rapid
pressure junp. Each vertical column corresponds to experiments made at similar
shock temperatures. Distinct experiments are noted with dotted and solid lines.

The 4670 nm radiation, I , corresponds to the molecular vibration fre-
quency v2 of the antisymmetric osillator of the HN molecule. I increased
during a non negligible lapse of time Tv which is a4tributed to vrational re-
laxation,then it reached a maximun value I2. At low temperatures, the rapid

__I
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Figure 1: Typical records of IR, visible and UV emissions behind the incident
shock.
Mixture {0.005 HN3 + 0.995 Ar}

Particle times (on x-axis), shock taperatures (K) and pressures
(T=Tcrr) noted inside frames are calculated without taking into
account boundary layer effects.
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Figure 2: Typical records of IR, visible and UV emissions behind the incident
shock.
Mixture {0.02 HN3 + 0.98 At}

Particle times (on x -axis), shock temperatures (K) and pressures
(TTorr) noted inside franes are calculated without taking into ":.

account boundary layer effects.
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decrease of the infrared signal was observed after a rather long delay depen-
ding on temperature and pressure, which corresponds to the induction lag, r nd,
as defined by Zaslonko et al. (8). During this lag , the emission intensi y
increased owingto activation of HN3 (v2 ) by active centers such as vibratio-
nally excited N2 molecules. Accumulation of such centers up to a well-determi-
ned conentration would be the cause of the rapid acceleration of the reaction(11).

Observation of NH emission signals showed that no stationary state was
obtained simultaneously for both states of NH radicals. In the general case,
NH( 3 _- ) : 338 rm appeared noticeably delayed with respect to the formation of
NH(lA): 326 rm and almost at the same time as H2 : 600 rm. NH( 3 -), INH and N3
radicals are found to be produced in secondary reactions. At the f r UV
wavelength A =210 n, the species emitting after a very long lapse of tine
could not be attributed to HN3 molecule as Kajimoto et al. did for the 206.2nm
absorption (7).

b) Induction period.

The fast consumption of HN is preceded at lw temperatures by a long
induction period as shown above. As the kinetic scheme of the decomposition
process is a complex one, -r. depends not only on temperature but also on the
concentration of the c;0nn&. According to Zaslonko et al. (8), this depen-
dence can be represented by the following expression:

log {Tind [HN) 1. 6 8 =Ar] 0.64 - 9.27

(m. n us, [HN ] and [Ar] in mol.1- ), deduced from experiments performed
l n 900-1W00 K, 0.4-2.5 atm and for 1-5.4 mol.% HN3 in Ar.

:HN molar: T2  : P2 : T Txp : :

frAction (K) ( rr Ps)

0.02 : 1238 : 159 1031 : 995
1335 : 199 130 279

0.005 1223 " 197 : 890 9804

: 1341 197 164 :2764

Table 1: Comparison between experimental and calculated
(8) induction periods.

In the present study, measurements of induction periods have been made for si-
milar temperatures and dilutions but at lower pressures (Table 1). The experi-
mental values, T , compared with those calculated from Ref. (8), T,
showed that the f*pression given above is only valid for the mixtureC86Rtaining
2 mol.% HN3 at the lowest temperature.

c) Effect of vibrational non-equilibrium.

Under thermodynamic equilibrium conditions, the assumption of a Boltzmann
distribution of molecules over the vibrational levels yields the Arrhenius
law for the chemical reaction rate constant. If the vibrational relaxation
time, T , and the chemical reaction time, - , are on the same order of magnitude,
then thY vibrational temperature of the reacting molecules, T , ray differ fran
the translational temperature, T. Thereafter, the reaction raye constant appears
to be dependent on vibrational temperature (12) and a certain degree of vibra-
tional non-equilibrium is to be expected during the course of the reaction.
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The following competing processes will lead to deviations in the
Boltzmann vibrational distribution of the initial HN molecules: (i) decomposition
of the HN- molecule after the total amount of store vibrational energy has
reached Ihe activation level, the lower vibrational levels being depopulated
in this case; (ii) selective pumping of the antisymmetric mode v2 of HN due to
a quasi-resonant V-V exchange with vibrationally excited nitrogen molcules;
(iii) non-resonant vibrational exchange with the reaction products; (iv)
various V-V, V-V' and V-T relaxation processes.

The measurement of the infrared radiation at 4.6? m wavelength was
used for studying non-equilibrium phenomena and especially deviations from
equilibrium with respect to one of the vibrational degrees of freedom, such as
vibrational relaxation times at high temperatures.

1) Vibrational Boltzmann distribution.
0

According to Ref.13, the equilibrium emission intensity, Iv ,normalized
to HN3 concentration p is, for the case of an optically thin layer, 2 proportio-
nal to the vibrational energy of the mode v2 , that is:

0I
v 2  hv 2

P h 2
exp Z - 1k v

where h is the Planck constant, k the Boltzmann constant and K, a constant fac-
tor proper to the apparatus.
If assumption is made of a Boltzmann distribution in the mode v2 , then:

I hv2 exPk2 i-

as T equals T which is the initial translational temperature behind the ici-
dentVshock wave. The validity of the optically thin layer approximation, which
is essential for the determination of concentration of chemical species to be
proportional to the emission intensity, is verified by the data given in
Fig.3 displaying the dependence with temperature of I v2/p normalized to a
reference It2/p', for both mixtures studied.

It is clearly seen that the data for the 0.5 mol.% HN3 mixture (black
dots) practically coincide with the corresponding values for a molar fraction
of 2 % (white dots). Therefore, a deviation of the function:

I Iexp~~~
SV2  p kT 2

p 7r -x 2 -2
v2 exp k 1

from unity will evidence a difference between the distribution function and
the Boltzmann one .Fig. 4a and 4b display the temperature dependence of the

8 function for both mixtures. Analysis of these data showed that at T.> 1000 K,
SP< 1, which demonstrated an evident disturbance of a Boltzmann energ'j distri-
bution in the mode v of HN . A similar conclusion was made in Ref.12 for the
mormlecular deccmp sition of the N20 molecule.

-
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Figure 4: Variation of the factor o , determined fron experimental
4.67 an emission intensities, with shock temperature .
Ccmparison with Boltzmann distribution in the v2 mode of
HN3 molecule.

(a): A: Mixture {0.005 HN + 0.995 Ar}
(b) : E : Mixture {0:02 HN3 + 0.98 Ar

2) Vibrational relaxation

The relaxation time, T,, of the antis-nmmetric vibration of HN (v2 ) has I
been studied from emission atv4.67 um for both 0.5 and 2 mol.% HN3 mixtures inthe whole temperature (850-1800 K) and pressure fly200 Torr) ranges. The loga-

rith of the product T . P was plotted versus T2 in Fig.5. The Landau-Teller
plot was found to be a;rcinately linear. Relaxation tines had been also cal-
culated by Zaslonko et al. (14) using the SSH theory for the system
{0.025 HN3 + 0.975 Ar} at T = 1050 K and P = 4.2 atm.Tv, equal to 0.8 us,
was smialler than the value istimated from or results (Tv = 1.6 us), but of
the same order of magnitude. V

At the highest temperatures, T > 1600 K, the relaxation times were
nOt negligible with respect to the iN3 Ralf-life, which was thus difficult to
estimate from the 4.67 um emission.

The effect of vibrational relaxation on the overall rate constant
value of HN3 decaposition is possibly one of the reasons of discrepancy
bebeen the data obtained by the various authors (6,7), as the set of proces-
ses (i-iv) can yield different vibrational distributions of reacting molecules
in every particular case. To study the effect of vibrational relaxation on
the chemical kinetics in more detail, a direct control of the molecular statesof populations is needed.

!?A
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,.d) Rate of HN, 12onition

. ?. At teiq~eatures higher than 1250 K, the induction period became short
with respect to HN3 half-life tl/2. HN3 decay rates were determined by monito-
ring the 4.67 um emission decrease, from measureumnts of the particle tine at
which the infrared signal is half-reduced.

In the range 1250 < T 2 (K) < 2000, our investigation yielded an apparent
rate constant, k 2nd , of first order in both HN 3 and At.

The logarithm of k2nd was plotted against inverse shock temperature
for both mixtures in Fig. 7 ffid compared with results of other authors. The rate

II constants given by Zaslonko (11) were deduced from HN half-life times by moni-
• !I ''+  toring absorption at 290 rim. Their values plotted in Fig.7 correspond to the ex- +

[. perinmental data initially expressed in s-l and converted into second-cde rate
" constants according toz qession: ,

-z= 1- * exp (- 20 000/T) cm 3mol-ls - I  *

Results reported by Kajimoto et al. (7) were obtained from the analysis of the
initial portion of the HN 3 absorption curve at 206 n.

With the mixture containing 0.5 tool.% HN 3 and 1250 < T2(KW < 1400,
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k determined in the present work were in good agreement with Kajimoto's
v Zues, determined in similar temperature and dilution ranges but at higher
pressures. A least-squares best fit to our data yielded to the following
Arrhenius expression:

k2nd = 5.5 1013 exp (-14 O00/T) cm3 mol-ls - I

However, in comparison with the rate constant kK given by Kajimoto:

kK = 7.6 1014 exp (- 18 200/T)cm
3 mol-ls - I

the preexponential factor and the activation energy were found to be lower in
the present work.

For experiments conducted at T2 > 1450 K, we found that the activation
tenpserature decreased to a much lower value than that determined at higher
pressures (15):

kind = 2.2 1012 exp (- 9750/T) cm3 nol-ls - 1

With the mixture containing 2 mol. % HN k was found to be higher.
The difference could be due to the reaction excity although the energy
release was limited by the presence of intermediate species and partly conver-
ted into N vibrational e3citation. Furthermore, the mechanism consisted of
chain reacions. Therefore the Arrhenius law was not valid and experimentally
a variation of the activation energy with temperature was observed.

From our experiments, the predominant pathway for HN3 deccmposition was
the formation of NH(IA) radicals:

HN3 + Ar - NH (16) + N2 + Ar ()

as suggested also by Zaslonko, even though NH(3Z-) could be produced throughthe reaction: 3
HN3 + Ar - NH (3-) + N2 + Ar (2)

or through a spin exchange reaction with HN This result disagrees with the
primary process proposed by Kajimoto, correlpondng to the triplet pathway.

NH radicals initially formed will fastly react with HN3 producing
NH and N radicals. Another process is the exothermic reaction (3) (AH =
- 8 9 kcal noe - I ), leading to the formation of vibraticnally excited products:

NH+ HN3  - N2 +N2  2 (3)

The presence of N2 in the reacting mixture will accelerate the decoposition
rate as the energy transfer from Nv to HN3 will proceed effectively by way of
resonant V-V transfer (11).
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STHE RELAXATION ZONE BEHIND NORMAL SHOCK WAVES IN A REACTING DUSTY GAS

PART 1. MONATOMIC GASES

Gabi Ben-Dor and Ozer Igra

W Department of Mechanical Engineering

Ben-Gurion University of the Negev, Beer Sheva, Israel

The conservation equations for a suspension composed of an
* ionized gas and small solid dust particles are formulated

and solved numerically. Such flows can be found downstream
of strong normal shock waves propagating into dusty gases.
The solution indicates that the presence of the dust signi-
ficantly affects the post-shock flow field. Owing to the
dust, the relaxation zone will be longer than in the pure
plasma case; the equilibrium values for the suspension pres-
sure and density will be higher than the dust-free case,
while the obtained values for the temperature, degree of
ionization and velocity will be lower. The numerical solu-

tion was executed for shock Mach numbers ranging from 10 to417. It was found that the thermal relaxation length for
the plasma decreases rapidly with increasing shock Mach
number, while the thermal relaxation length for the suspen-
sion mildly increases with increasing M's. The kinematic
relaxation length passes through a pronounced maximum at M=
12.5. Throughout the investigated range of Mach numbers,
the kinematic relaxation length is longer than the suspen-
sion thermal relaxation length

I. Introduction

The interest in the gas dynamic behavior of a gas particle suspension
grew in the past two decades due to its application to many flow fields. Some
typical examples are: metalized propellants for rockets, jet type dust col-
lectors and blast waves in a dusty atmosphere. General descriptions of such
flows can be found in Soo's book1 and in the reviews of MarbleL and Rudinger3 .
In the present work, the flow field which develops downstream of a strong nor-
mal shock wave, propagating into a dusty argon gas, has been formulated and
solved numerically. The basic difference between a homogeneous, ideal gas and
a dusty reacting gas is that in the latter the flow thermodynamics and kinema-
tic properties exhibit a continuous change through a much thicker layer, cal-
led the relaxation zone. In the considered flow, a leading shock discontinu-
ity produces sudden changes in the flow properties to be followed by the re-
laxation zone, throughout which the flow properties adjust from their frozen
value (at the shock front) toward an appropriate equilibrium condition. Down-
stream of a strong shock wave (high shock Mach number), the post-shock frozentemperature is high enough to promote excitation of the internal degrees of
freedom. For a dust-free gas, a relaxation zone will prevail, downstream of

the shock front, throughout which the gas/plasma passes from its frozen state
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to an appropriate post-shock equilibrium state4 . At the far end of the relax-
ation zone, equilibrium among the various constituents of the plasma (atoms,
ions and electrons) is reached. However, in the considered case, due to the
presence of the dust, two relaxation mechanisms exist simultaneously. The
first, responsible for reaching equilibrium state among the plasma components,
is the collisional-radiative interactions between the plasma elements; the
second, responsible for generating equilibrium between the post-shock plasma
and the dust, is the viscous and heat transfer interactions between the dust
and the gaseous phase of the suspension.

The analysis of the relaxation zone in an ideal (non-reacting)-gas is
well known. (For example see the pioneering works of Carrier5 , Kriebel6 and
Rudinger 7). The aim of the present work is to cover the case of shock wave
propagation into a dusty real gas (high shock Mach numbers).

II. Theoretical Background

The present work deals with a monatomic gas (argon). When this gas is
exposed to strong normal shock waves, due to the elevated post-shock tempera-
ture, the gas becomes partially ionized, i.e., it can te considered as a mix-
ture of atoms, ions, and electrons. Appleton and Bray presented a general
formulation for the conservation equations for reacting gases (plasmas). As-
suming a steady, inviscid, non-diffusive one-dimensional flow without electro-
magnetic fields, and that the dust particles fulfill the following conditions
(Marble2, Carriers , Kriebel 6 and Rudinger3,7):
1) all solid particles are rigid inert small spheres uniformly distributed in

the gas/plasma,
2) the volume of the particles in the suspension is neglected,
3) the interaction between the solid particles can be neglected, I
4) ahead of the normal shock wave, the dust particles are in a state of equi-

librium with the gas,
5) the particles are too large to experience a Brownian motion in the gas/

plasma,
6) aside from the viscous interaction between the gas/plasma and the solid

particles, the gas phase can be regarded as inviscid,
7) the weight of the particles, and the buoyancy forces are negligibly small,

compared to the viscous drag forces, and that
8) the temperature within the particles is uniform,
results in the following conservation equations for the suspension:

continuity (plasma)

dn dna e du
u -- + u (na+ne) - = 0 (1)

momentum (plasma)
dndn d~ e= l nn_
dna d e +n)a+(nu m dT dT e m dvT + (T+Te) - + (nn e dx a+ e +  - e d(na+n) x (2)

energy (plasma) dn dn d
1 Sn a 1 3 dne 3 dT

nane [ neTe+(nanne)T] ne n (nan) ++n ~d 2 ma ae

3 dTe 1 e man dv dT
Sne x k-u 07rad F -k- (na+ne)(v + C L ) (3)

continuity (electron gas)

"' " ~ ~ d e du - ... uedX ne 4
del

.. +me - (4

FI
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energy (electron gas)

3 dne 5 dun3 1e en me
e2 x Tee dx 2 e - e - (vei+vea e (5)a

The terms dv/dx and dT/dx arise from the gas-particle momentum and heat
exchange. They can be expressed as follows7 :

dv 3 ma(na+ne) (v-u)2  dT Nu 611 T-T 6Eo T 4
_T C(6)

dxf T Dd CD v 'dx Pr D2d v CDd v

where n , ne, ma and me are the atom and electron number densities and the
atom an electron masses, respectively. T, Te and u are the heavy particles
(atom and ions), the electron gas temperatures and the plasma velocity, res-
pectively. k, Qrad' dne/dt, I, Qe, vei and Vea are the Boltzmann constant,
the plasma radiation losses, the rate of electron production, the atom's ioni-
zation potential, the electron gas radiation losses, and the collision fre-
quencies between electron-ions and electron-atoms, respectively. The distance
measured downstream from the shock front is x. v, T, C, D, d are the velocity,
the temperature, the heat capacity, the diameter and the density of the solid
particles, respectively. CD is the drag coefficient. Nu, Pr, c, p, a and 6
are the appropriate Nusselt and Prandtl numbers (based on the diameter of the

7 particles), the emissivity of the dust particles, the gas viscosity, the Ste-
fan-Boltzmann constant and the ratio of the solid/gas specific heat capacities
respectively. The ratio between the dust and the gas rates of mass flow is n.

It should be noted that while introducing the dust particles into the

plasma, it is probable that at the higher temperatures reached behind strong
shock waves the dust will ablate and/or chemically react with the gaseous
phase of the suspension. However, the inclusion of such processes into the

Aconservation equations would constitute a significant complication of their
solution. As a first step in the analysis of ionizing shocks in a dusty gas
these processes will be neglected even though they may be significant mecha-
nisms. It is therefore assumed that the dust particles are inert. Based on
this assumption and the fact that the dust particles are much larger than the

plasma atoms (Sp as compared to 10-4 I), the only effective interaction be-

tween the two phases can be via viscous and heat transfer mechanisms.

In order to solve equations (1) to (6) the parameters qrad, dne/dt, Vei, "

Vea, Qe, CD, Pr, Nu and p must be expressed in terms of the following seven
flow variables: na p nes u, v, T, Te and r. This can be found in Refs. 9 and10.

11. Numerical Technique

The expressions for dv/dx and dt/dx [Eq. (6)] were inserted into Eqs. (2)

and (3). As a result, a set of five nonlinear simultaneous differential equa-
tions (1 to 5 ), with five unknowns dna/dx, dne/dx, du/dx, dT/dx and dTe/dx
was obtained. This set was then rewritten in a compact form: AX=B where A,

X and B represent the appropriate matrices.

By finding the inverse matrix A, which fulfills the condition AA=l,
the value of the derivatives was found from: X=A'IB; then a numerical inte-
gration scheme was carried out.

The Eulerian integration scheme was adopted due to the length (timewise)
of the computer program, which could not allow other schemes. However, in or-
der to overcome the inaccuracy problem associated with the Eulerian scheme,
the step-size was checked in every iteration. A step size was chosen which
resulted in values deviating by less than 0.1% from values computed with a
step size twice as large.
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The initial conditions, immediately behind the shock front were set as
follows: u=uf, T=Tf, na=P /ma, ne=0.001 na, Te=(Tf+To)/

2 , v=uo , T=To, where
subscript "f" denotes the frozen values obtained immediately behind the shock
front and subscript "o" indicates the unshocked state ahead of the shock wave.
Note that the initial values of ne and T were set arbitrarily. It was shown
by Liul0that the initial values of ne an3 Te influence only the very beginning
of the relaxation zone. Further down the relaxation zone, the values of ne
and Te converge to one value, independent of their initial value. The inte-
gration was carried out until an equilibrium was reached, i.e., until the end
of the relaxation zone. The suggested numerical scheme is much faster than
the finite elements scheme used by Liul0 . In the present scheme, the deriva-
tives of the various suspension properties are analytically calculated, before
a numerical integration is carried out.

IV. Results and Discussion

In order to demonstrate the dust effect on the flow properties in the re-
laxation zone, the conservation equations ( to 6) were solved with and with-
out dust. The solution was conducted for a typical shock tube generated argon
plasma, i.e., M=15, P0=5 torr and To=300 K. The following dust parameters
were used: d=l.S g/cm3 , C=10 7 erg/g/K, e=l, D=0.0005 cm. The solution was
carried out for two different dust concentrations, n=O.l and 0.2. The results
obtained for the dust-free case (n=O) are in good agreement with those of
LiulO.

The pressure vaxiations in the relaxation zone are shown in Fig. 1. As
expected, the dust presence causes the pressure to increase in the relaxation~zone. (As will be shown shortly, the dust particles experience deceleration
throughout the relaxation zone. This in turn, results in an increase in the

plasma pressure.) It is also apparent from Fig. 1 that as the dust concentra-jtion grows the suspension pressure increases. It should be noted that the re-
laxation zone length for the dusty gas is greater than that appropriate to the
dust-free case.

aThe variation of the degree of ionization a, in the relaxation zone, is
shown in Fig. 2. Since the dust particles absorb part of the thermal energy
generated by the strong shock wave, it is expected that the dust-free case
will have higher values of a, as is evident from Fig. 2. Increasing the dust
concentration will increase the amount of heat absorbed by the solid phase of
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Figure 1: The variation of the pres- Figure 2: The variation of the degree
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the suspension and thereby decrease the degree of ionization as is apparent
from Fig. 2. The reduction in a due to the dust is quite significant, about
54% at the rear end of the relaxation zone (Fig. 2).

When dealing with temperature, unlike in the dust-free case, there are
three different temperatures to equalize: the dust temperature T, the atom
and ion temperature T, and the electron gas temperature Te. The results for
n=O, n=O.l and n=0.2 are shown in Fig. 3. Fig. 3 is similar to Liu's fin-
dingslo; it suggests that for the pure argon case the relaxation zone length
is about 4.5 cm and the equilibrium temperature is 12530 K. It is evident
from Fig. 3 that for n=0.l the extent of the relaxation zone (for Te to reach
T) increases to about 5.5 cm and the equilibrium temperature is reduced to
11390 K. The reduction in the equilibrium temperature is due to the presence
of the dust particles which absorb significant amounts of the post-shock ther-
mal energy. Recall that the dust initial temperature is only 300 K. Increas-
ing the dust concentration will result in a faster decrease in T and a slower
increase in T, as is evident from Fig. 3. The difference in the electron tem-
perature and the equilibrium temperature for the different r's, is very small.
The fact that a 9% reduction in the equilibrium temperature (from the n=O to
the n=0.1 case) corresponds to a 54% reduction in a should not be surprising,
since the ionization rate constant exponentially depends on the temperature.

The minimum in Te at the beginning of the relaxation zone (Fig. 3) is a
direct result of the initial value chosen for Te. Immediately behind the
shock front the number density of the free electrons is negligibly small, con-
sequently, it is quite artificial to assign a temperature Te to a gas at that
state. Unlike LiulO who smeared out the minimum in Te and extrapolated the
curve smoothly, here the actual shapes of the Te-curve, as calculated, are
drawn. This is a more accurate presentation in the sense that the derivatives
of our curves at any given location behind the shock front satisfy Eqs. (1) to
(6) while those of Liu do not. It should be remembered, however, that Liu
has shown that the values of Te converge to the same value, shortly behind the
shock front, independently of the initial value chosen for TelO.

Knowing how P, T, Te and a vary in th,- relaxation zone it is easy to esti-
" mate how p will behave. From the equation of state we have P=pR(aTe+T) where
: R is the gas constant. It was shown that the introduction of dust causes P to

increase and a and T to decrease in the relaxation zone. Therefore, it is ex-
pected that the dust presence will cause the density to increase, as is confir-
med by the results shown in Fig. 4.
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The kinematic behavior of the considered flow is shown in Fig. 5. The
velocity changes, for the dust-free case (n=0) are the same as those reported
by Liulu, i.e., almost a constant flow velocity throughout most of the relaxa-
tion zone, to be followed by a rapid velocity drop close to the rear end of
the relaxation zone. Using "sterile" momentum considerations could lead to a
wrong conclusion that the plasma velocity u, for a dusty gas, will be higher
than that appropriate to a dust-free gas. Recall that the solid particles en-
ter the relaxation zone with a very high velocity (the shock wave velocity)
which reduces to a relatively low equilibrium velocity via viscous interaction.
However, for a steady, one-dimensional flow pu=constant. As shown previously,
the equilibrium post-shock density for a dusty gas is significantly higher
than that of an appropriate dust-free gas, therefore a lower equilibrium velo-
city should be expected for the dusty plasma. This fact is confirmed in Fig.
5. It is also apparent from this figure that the relaxation zone length of
the dusty plasma is significantly longer than the appropriate pure gas case.
Note also that the higher the concentration is, the shorter is the relaxation
length. Comparing the results shown in Fig. 5 with those of the previous fi-
gures indicates that the kinematic relaxation length is longer than the ther-
mal one.

In summary, the introduction of dust causes the relaxation length to in-
crease, it also results in an increase in the equilibrium values of the plasma
pressure and density and a decrease in the plasma temperature, degree of ioni-
zation and velocity, as compared with the appropriate dust-free case.

It is of interest to check how the plasma transport coefficients change
in the relaxation zone. Fig. 6 illustrates the changes experienced by the
plasma viscosity as a function of the distance measured downstream from the
shock front. In order to fully comprehend this figure, the plasma viscosity
dependence upon temperature was evaluated, for atmospheric pressure (se 6 Fig.
7). The dashed line corresponds to the commonly used expression p=ATO '9 . As
can be seem in Fig. 7, this expression is good only for the range T<9000 K.
When T exceeds 9000 K, ionization becomes significant and its contribution to
v via a, cannot be neglected anymore. It is apparent from Fig. 7 that the
viscosity reaches a maximum at a temperature of 12000 K. At temperatures low-
er or higher than this value there is a significant reduction in V. The pre-
sent numerical solution (Po= 5 torr, To=300 K and M=1-S) suggests a frozen tem-
perature of about 21000 K and an equilibrium value around 12000 K (see Fig. 3).

Therefore it can be expected that the plasma viscosity will increase through-
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out the relaxation zone, reaching its maximum value towards its rear end.
This is confirmed by Fig. 6, hence it is expected that most of the particles'
deceleration will take place at the rear part of the relaxation zone, where p
is large and so are the viscous forces.

The thermal conductivity of the plasma is also shown in Fig. 6. It sug-
gests that K decreases with increasing the distance measured from the shock

front. The variation in the plasma specific heat capacity at constant pres-
sure Cp, and its Prandtl number, Pr, throughout the relaxation zone are also
shown in Fig. 6. It should be mentioned here, that the values of v, K, Cp and
Pr, appearing in Fig. 6, were normalized by the appropriate maximum value
reached in the relaxation zone.

The three major conditions required for obtaining a state of equilibrium
in the shocked suspension are:
1) Reaching a unique temperature for the plasma, i.e., T=T This is reached

via collisional-radiative processes among the various plasma components.
2) Equilibrating the temperature of the plasma and the solid dust particles,

i.e., T=T. This is reached by convective and radiative heat transfer be-
tween the two phases of the suspension.

3) Obtaining one velocity for the entire suspension, i.e., v=u. This is
reached via viscous interaction between the plasma and the solid dust par-
ticles.

It is of interest to compare the lengths required for reaching each of
the above mentioned processes. For this purpose the following three relaxa-
tion lengths were defined:

(i) Thermal relaxation length for the plasma - 11e' where LT  is the dis-
tance, measured downstream of the shock front, at which IT-Tel/TsO.02.

k ii) Thermal relaxation length of the suspension - L To where L T is the dis-
a tance at which IT-TI/T$O.02.

(iii) Kinematic relaxation length for the suspension - Lv, where Lv is the
distance at which Iv-uI/vsO.02.

The behavior of these three relaxation lengths, for various shock Mach
numbers is shown in Fig. 8. (For all values M the following suspension para-
meters were used: P0=5 torr, To=300 K, d=1.5 g/cm

3 , C=10 7 erg/g/K, e=l, D=
0.0005 cm and n=0.02.) It is apparent from Fig. 8 that LT monotonically de-e
creases with increasing shock Mach number. This behavior should be expected
since the most effective mechanism for reaching a unique plasma temperature,
in a relatively dense plasma, is collisions, and the most effective energy-
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transfer-collisions are the electron-electron collisions. For the high Mach
number cases the degree of ionization is relatively high and therefore there
are enough free electrons to establish an equilibrium plasma temperature fair-
ly rapidly. This is not the case for the low Mach number case (M12), where a
is low, and so is the number density of the free electrons. In such a case Te
will lag behind T for a relatively long time (distance) as is evident from Fig.
8. Unlike LT^, L, mildly increases with increasing M's. This behavior is due
to the fact that with increasing M the initial difference between T and T in-
creases. (The initial value of T is 300 K while that of T increases with I.)
It is of interest to note that at high values of M(M>16), bl e approaches L,
indicating that a unique thermal relaxation length, for the entire suspension,
could be obtained for such cases.

The behavior of Lv is more peculiar. It is suggested in Fig. 8 that a
pronounced maximum exists in Lv at M=12.5. The dominant parameter affecting
the dust deceleration is the plasma viscosity. As mentioned earlier (Fig. 7),
the viscosity strongly depends on the plasma temperature and its degree of io-
nization. In Fig. 9 the variation of p, with distance measured from the shock
front is shown (M appears as a parameter). The values of v are normalized by
the maximum viscosity Umax, appropriate to M=12. It is evident from Fig. 9
that the lowest U is obtained for M=12.5. The closest neighbors are the P's of
M=12 and M=-13. In light of these facts the behavior of L. (Fig. 8) is self-
explanatory. It should also be noted that throughout the investigated range
of M, Lv was always greater than LT, in accordance with the findings of Igra
and Ben-Dor for the ideal gas case11 .
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Figure 8: The dependence of the vari- Figure 9: Viscosity variation with
ous relaxation lengths on the shock distance as a function of the incident
wave Mach number. shock wave Mach number

V. Conclusions

The conservation equations for ionizing shocks in a dusty gas were for-
mulated and solved numerically to obtain the variation of the thermodynamic
and kinematic properties throughout the relaxation zone.

The solution indicated that the introduction of dust into the plasma
strongly affects the relaxation zone which develops downstream of the shock
front. Owing to the dust, a longer relaxation zone develops; at its rear end
the suspension pressure and density are higher than those appropriate to dust-

free gas. On the other hand, the equilibrium values for the suspension tem-
_ _ _ _1
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perature, velocity and degree of ionization are lower than those appropriate
to the pure gas. As the shock wave Mach number increases, the plasma and the
suspension thermal relaxation lengths approach each other, to result in a com,
mon value. Throughout the investigated range of M, the kinematic relaxation
length was found to be longer than the thermal relaxation lengths.

The proposed numerical code can be used for different gases and for vari-
ous types of particles. It can also be extended to cover non-uniformly sized
particles and curved shocks.
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SHOCK WAVE STRUCTURE IN GAS-PARTTCLF MIXTURES

AT LOW MACH NUMBERS
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C The shock wave structure in gas-particle mixtures
has been investigated by measuring density pro-

Cfiles of the gas and number density profiles of
the particles for shock Mach numbers below

SYr.,= 1.2 . The measured profiles are compared with
theoretical results. The experiments have been

CZ performed with a vertically mounted shock tube.
For the generation of weak shock waves the usual
diaphragm has been replaced by a pneumatic valve.
A laser differential interferometer was used to
measure the gas density and the number density
of the particles was determined by extinction
measurements.,-As gas-particle mixtures MgO-smoke
and Si02-dus re used with mean particle dia-
meters of o.6 pm and 1.5 pm. The loading ratio of
the particles in the gas was below io -2. For the
calculations the gasdynamic shock and the relaxa-
tion zone are treated separately. Standard drag
coefficient and heat conduction for steady flow
are assumed to describe the gas-particle inter-
action.

INTRODUCTION

The shock wave structure in a particle-laden gas has been treated
theoretically in a number of papers 1- 7 . These papers include
effects such as finite particle volume in the mixture, influence
of particle size distribution and decay of shock wave strength
in heavily laden gas. In all these papers it has been assumed
that the shock can be separated into an unsteady gasdynamic shock
followed by a steady relaxation zone due to acceleration and
heating of the particles. This treatment is possible when the
molecular shock transition due to viscosity and heat conduction
is much faster than the macroscopic shock transition in the
relaxation zone. It can be expected that the separation becomes
invalid for small particles and weak shock waves. The continuous
transition in weak shock waves has been investigated by HamadS.

Only few experimental results for shock waves in particle-laden
gases have been published9' 3 . Effective drag coefficients for
the particles are determined by Selberg and Nicholls and by

.!~
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Rudinger with shock tube experiments. The particle diameters
ranged from 29 Um to 45o Um and the loading ratios of the par-
ticles from o.o5 to 0.36. Tn both papers it is found that the
measured drag coefficient is much higher than the standard drag
coefficient for a single sphere. Outa, Tajima and Morii measured
the decay of a shock wave in a heavily laden gas. The diameters
of the single particles ranged from 3 pm to 9 um and extreme-
ly high loading ratios of 2 have been reached. These authors
measured the shock structure in the gas but the comparison with
the theory is difficult because of agglomeration. For the experi-
mental investigations mentioned pressure transducers, light scat-
tering and rotating drum camera have been used. In the present pa-
per the structure of weak shock waves is investigated. For the ex-
periments small particles and low loading ratios are used. With op-
tical measuring techniques a high spatial resolution is obtained.

THEORY

The structure of the shock wave is determined by the continuity,
the momentum and the energy equations. When the particle cloud can
be described by continuum variables these equations have the form

d (1)

-(CpUp) 0 (2)

duG dpxx
GuG d : Px dx (3)

dupi p p d : -Fp x , (4)

u de. duG dqx

G dx Fpx(UpUC) - Txx d dx + Qp , (5)

pp P dd - Qp.()

Here C represents the concentration, i.e. mass of the gas or the
particles per unit volume of the system, e the inner energy, u
the velocity, Px a component of the stress tensor and qx a
component of the Beat flux vector. The subscripts G and P re-
fer to gas and particles. The quantities Fpx and Qp represent
the interaction force and the heat transfered between particles
and gas. Contributions of the particles to the stress tensor and
to the heat flux vector are neglecte . Mass transfer between gas
and particles and chemical reactions are not considered. The con-

* tinuity equations (1) and (2) can be integrated immediately. Thet * result is

U. 1U : m , (7)

I p 8m , (8)

where m is the mass flow rate of the gas and 8 is the mass
flow ratio of the particles in the gas. The subscript'l' refers to
the known equilibrium state ahead of the shock. Eliminating Ppx
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and Q from eauations (3) to (6) one obtains two equations which
after ?ntegration take the form

uG + A U p + pxx/m = P/M and (9)

(e +u2/2) + P(ep+u 2/2) + PxxU/m + ax/m = F (10)

with the integration constants P/m and F . Introducing the well

known relations

eG = CvT G  3 ep = c Tp

4 du. dTG

Pxx: p - 5 n - ' qx = - A d- and

p P G (TG

the equations (q) and (1o) can be written as

n due RGTe P

Tu + A Up + TI)7-., (11)

dT 2 2

pressed +b(c Tp+-)+u((u -8 up)- l (12)

In equation (11) the concentration of the gas C has been ex-pressed by the temperature of the gas To and t e volume frac-

tion of the particles o .

By elimination of F x and Q two eouations have been lost.

These equations are replaced by the momentum equation and the

energy equation for a single particle which are
dup mp MP Mp xx

m mp Up P 3 = C F Px  p Ld-Ux and (13)

dep m p
mP -P x = _ Q - p (14)

where mp s the mass of a particle and is the density of

the part4cle material. in these equations has been assumed that

the physical properties are constant in the particle volume. The
force Fpx can be expressed by the empirical drag coefficient Cand the heat Qp is expressed by the Nusselt number Nu. TogetheY

with equations (3) and (4) eouations (13) and (14) take the form
du 3 G 2

(l-P)up 2 -P D , (uuP) (15)

U du-- Nu L2 (T -T (16)
P d a P cP1 , lP~

where ap is the actual particle diameter. For numerical calcula-

tions the empirical coefficients CD and Nu must be known as
functions of Reynolds number and Prandtl number.

.. . .. . . . .. .. ... .. .
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Difficulties occur in the integration of the autonomous differen-
tial eauations (11), (12), (15) and (16) because the eauilibrium
states in front and behind the shock are singularities of the
system. General solutions are therefore not known. Solutions for
special cases have been given by different authors'". Rudinger'
for example assumed that the shock transition can be treated as
an unsteady gasdynamic shock followed by a relaxation zone. Neg-
lecting the coefficients of viscosity n and the heat conductivi-
ty X in equations (11) and (12) he obtained two algebraic equa-
tions. Assuming that uV and Tp are constant these equations
yield the Rankine-Hugoniot conditions for the gasdynamic shock.
Now the integration of the equations (15) and (16) is straight
forward. Polydisperse particle distributions can be taken into
account by replacing the size distribution by different classes
of particle size. For low Mach numbers analytical solutions have
been given by Hamad e For M,_ 1 the equations (15) and (16) be-
come linear relaxation equations and together with the equations
(11) and (12) analytical solutions are developed by series ex-
pansions.

EXPERIMENTS

Measurements have been performed with a shock tube which is shown
schematically in Fig.1. As low presste section a glass tube was
used with an inner diameter of 26 mm! and a length of 3 m. The
glass tube allows optical measurements without disturbing the gas
flow. The usual shock tube diaphragm has been replaced by a spe-
cial valve which opens the high pressure section independently of
the pressure difference between high and low pressure sectio 4  t>; I With this valve which has been described in detail elsewhere itis possible to produce very weak shocks of variable strength.

" - Fig. 1
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Fig.2 Measured shock Mach num-
1 4 ber m. as a function of

- 09 pressure difference between
g,08 high and low pressure section.

07 Instead of a diaphragm the
b .valve of Ref. 14 has been used
0 05 between high and low pressure

/ section.
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In Fig.2 the measured shock Mach number is plotted against the
pressure difference between high and low pressure section. Here
the shock Mach number has been determined from the travelling time
of the shock front which was measured with two laser-schlieren
systems having a distance of 18.6 mm.

The density profile of the gas across the shock was measured by a
laser differential interferometer' s . The light intensity I can be
related to the density of the gas p. by the equation

II : Cos 2 Jac(OGpG1 1)(n, - 1) + i (17)

where I is the maximum intensity, 11 is the effective path
length oahe laser beams in the shock tube, Xvac is the vacuum
wave length of the laser light and 012 is the phase shift. For
actual measurements equation (17) has been linearized for
S3 /4 One obtains the relation

A! 1 Ap1G (18)
max llvac

where k is the inverse sensitivity of the irterferoreter. By ex-
periments in pure gases it has been found, that an effective path
length IT of approximately o.41 mm gives a suitable sensitivity.

The number density profile of the varticles has been determined
by the extinction of a laser beam1 . The experimental setup is
shown in Fig.3. The laser beam was split in order to perform
difference measurements. By this arrangement the noise of the la-
ser light was reduced so that transmittance changes of 1/1cooo
could be detected. Using Bouguer's law

f/fo = exp ( -npaE LE) , (19)

the t--nsmittance f/fo of the dispersion can be used to deter-
mine t.,, number density n? of the particles when the projected
area a of the particles is known. In equation (19) F is the
extinction coefficient and tE is the path length of the laser
beam in the dispersion i.e. the inner diameter of the shock tube.
For determination of the mass flow rate 8 equation (19) is used
in its original form. For the evaluation of the extinction pro-
files across the shock equation (19) has been linearized so that

the change of the transmittance is proportional to the change of



Shock Structure m Gas-Particle Mixtures 16511

the number density:
Af An p f 1 (0

= where E = -npaFfE ln (2o)771 oiE= T

As the sensitivity c I cannot be changed very much by the extinc-
tion arrangement it depends mostly upon npl . That means for low
particle number densities and low shock Mach numbers no extinction
profiles could be measured. The signals of the optical systems

M LS P RP W LI L2 0 Fiv. 3
Extinction
arrangement

0Lser D Oetector Plane 
P Potarizer

L Lens M Mirlr

RP X14 Retw dation Rate W Wrtlaston Prism
LS Lens System lE Path Length

were recorded by pin-diodes in connection with an oscilloscope or
a transient recorder. The finite width of the laser beam together I
with the electrical circuit gave a rise time for the signals of

approximately 1 us. This corresponds to a spatial resolution of
o.4 mm.

The gas-particle mixtures were generated in a separate chamber
and then filled in the shock tube. As particle material MgO par-
ticles and SiO 2 powder are used with mean diameters of approxi-
mately o.6 um and 1.5 um. The MgO-srike was produced by burning
Mg-metal while SiO 2 particles were dispersed by a rotating pro-
peller. The loading ratio 8 of the particles in the gas was be-
low 1o 2 so that the interferometric measurements were not dis-
turbed. The particles were dispersed in air or nitrogen at the
pressure of one bar and at room temperature.

RESULTS

Fig.4 shows an experimental profile of the gas density and the
particle number density across the shock at a Mach number m s
= 1.13 and a particle loading ratio of 8 = 2.3"1o- 3 in an MgO-air
dispersion. The unsteady density change in the gasdynamic shock is
represented in Fig.4a by a rise time in the sivnal of about 1 us.
Behind this steep density change no further density rise can be ob-
served. The number density profile of the particles shown in Fig.

L ~4b starts with sharp rise at the beginning and approaches then its
equilibrium value. In Fig.5 a number density profile is shown for
SiO2 -N 2 dust at the same Mach number and the same loading ratio as
in Fig.1. One recognizes a larger rise time caused by the larger
particles. In the case of Si0 2 -particles the extinction signal is
more irregular as in the case of MgO-particles for it is difficult
to disperse the larger particles sufficiently uniform. In Table I
the measured density chanwes for gas and for particles are com-
pared with the Rankine-Hugoniot condition. For this comparison

. ; L ":.-I
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10 ps/DIV 10 ps/DIV

Fig.4 Experimental density profiles of gas and of particles in
MgO-air dispersion at a Mach number M s  1.13 and a loa-
din7 ratio 0 2.31o-3 ; ap = o.6 um , Re = 3.16 .

I Fig.5 Experimental number
E 0, density profile of particles in

Si0 2 -N2 dispersion at m s = 1.13
and 8 = 2.3-1o-; p 1.5 Urn

04 Re 7.77

T- . Ws

the Mach number was determined from the travelling time of the
shock front. The experimental profiles from Fig.4 and Fig.5 are in
good agreement with theoretical profiles for mean particle dia-
meters of o.6 um and 1.5 um. In the theoretical calculations it
has been assumed that gasdynamic shock and relaxation zone can be
separated. The empirical coefficients CD and Nu are evaluated
by the equations

24 + 4 andCD 21 + and (21)

T) Re Re/3

Nu : 2 + o.6 Pr1 /3Re 1 2  (22)

THEORY EXPERIMENT

OISPERSION gasdynamic total
shock shock gas particles

MgO - air 1.2206 1.2238 1.20 1.28

SlOa- NS 1.2206 1.2236 1.23 1.33

Table 1: Comparison of Pankine-Hugoniot condition with measured
densit, ratios across the shock for gas and for par-

* ticles in profiles of Fig.4 and Fig.5z Ms  1.13
2.3-lo -'

....... __rm m
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Experimental profiles of the gas density for very low shock Mach
numbers are shown in Fig.6 and Fig.7 together with theoretical
results. Here the travelling time of the shock front can not be
measured with sufficient accuracy to determine the shock Mach num-
ber. Using the Pankine-Hugoniot condition the Mach number is
determined from the measured gas density change.

>
. 2 - E

-L
0 10 20 30 10 20 30

Time . ps Time. Ps

Fig.6 Experimental density profiles of gas in Si0 2-N 2 dispersion
together with calculated profiles.
a: M s = 1.03 , 3 = "1o- V , p 1.5 um , Re = 1.69
b: Ms = 1.o1 , B = 2"1o -3  : 1.5 Pm , Re = o.56

I I Fig.7 Experimental density pro-
E --- -y -file of gas in MgO-air dispersion

together with a calculated pro-
file for vs = 1.ol and

0. Z-- 5.8"1o-'; op o.6 um
Re o.23

Time. ls

In Fig.6 it can be seen how the profile becomes flatter when the
Mach number decreases from M. 1.o3 to M. 1.ol . At the
higher Mach number vs 1 1.03 first deviations between the theore-
tical curve and the measurement occur whereas at M s = 1.ol the
measured profile shows significant deviations from the theory. The
profile of Fig.7 is obtained for Ms = 1.ol and for a higher loa-
ding ratio of 0 = 5.8'1o -3 . In contrast to the theory the expe-

* rimental profile is completely smooth in this case. No gasdynamic
shock can be found.

CONCLUSIONS

The theory based on a gasdynamic shock is in good agreement with
the experiments for shock Mach numbers above 1.1 and for not too
high loading ratios. It should be emphasized that the density pro-
file of the particles depends significantly on the relation CD(Re).

For very weak shock waves the shock Mach number had to be deter-
mined from the measured density change across the shock. In spite
of the experimental errors connected with this procedure it was
found that the concept of a gasdynamic shock becomes invalid for
shock Mach numbers below 1.03 and loading ratios above 2.1o-3 .
For the future it is planned to compare experimental results forK .low Mach numbers with the continuous solutions of Hamad e.
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S CROSS-SECTIONAL CONCENTRATION OF PARTICLES DURING SHOCK PROCESS

OPROPAGATING THROUGH A GAS-PARTICLE MIXTURE IN A SHOCK TUBE

Eisuke Outa, Kiyohiro Tajima and Shigeki Suzuki

Department of Mechanical Engineering

Waseda University, Tokyo, Japan

Shock wave-forms in a gas-particle mixture are discussed
according to the following investigations. A shock tube of
70 mm internal diameter is used for the experiments by
dispersing glass spheres into atmospheric air in the driven
section. Pressure, particle velocity and particle number are
measured. Mach number of the shock wave is less than 1.5,
mass flow ratio of the phases ranges from 0.1 to 0.5, and
diameters of the particles are 30 and 50 4mr r - - -; '-
(1) Since the relaxation length of the flow is very large,

the wave system in the shock tube should be treated as non-
steady accounting for the shock wave decay. A method of
characteristics is applied, and the results agree well with
the measurements in the leading zone of the wave. However, a
higher increase of pressure than the experimental wave form
is still observed in the rear part of the wave.

(2) Particle drag, measured by streak recordings, gives atsatisfactory continuation of Rudinger's law, and seems to
increase with the particle diameter. Effects of the drag law

to the shock wave form are indicated.
(3) The number density of particles near the tube wall is

found by almost 50 % lower than the density at the center.
Such a cross-sectional concentration of particles is expected
to be induced by the wall boundary layer. introducing a lift

force due to the velocity shear and an impaction force be-
tween particles, trajectories and density distribution are
estimated. However, the iterative procedure of analysis
approaching the experimental wave form is not yet completed.

INTRODUCTION

Recent developments in two-phase fluid dynamics have solved, both by
theoretical and by experimental investigations, various problems in engineering
applications. The scientifical interests are frequently directed to unsteady
phenomena, where the most characteristic behaviors are related to transfers of
mass, momentum and energy between phases constituting the flow system, and where
time constants of transfer are large in compared with time scales of the flow.
The assumption of averaged continuum is usual in mathematical treatments of the
dispersed systems, and equations describing the conservation laws for each
phases are coupled by laws of transfer processes. However, there arise many
difficulties in the modelings and in the analyses. Discussions on averagings in
time or in space, effects due to averagings in mass and momentum, and stability

I .6 I
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of numerical analyses are the fundamental problems. Furthermore, universal laws
describing the transfer processes within the dispersed structure have not been
established so far. A shear layer will also make the situations complicated.

Shock tubes are the most convenient tools to obtain basic knowledges about
the flow. In the present paper, a mixture of air and solid particles is used as
the driven medium. The process of relaxing non-equilibriums in velocity and in
temperature is concerned by initiating the flow by a shock front. Since the
studies made by Carrier[l], Kriebel[2] and Rudinger[3], the relaxation zone, as
an internal structure of the two-phase shock wave, is usually treated quasi-
stationary. However, in case of large particle diameters, thickness of the zone
is so large that the stationary relations are no more applicable to unsteady
problems. The leading shock front and the relaxation zone constitute a system
of unsteady motions. Interactions between the flow and a boundary layer will
modify the system. The mechanism might be related not to a mass sink, but
probably to transmitting of particles out of the layer, or a concentration.

SHOCK TUBE EXPERIMENTS

The shock tube used is schematically shown in Fig.l. It is vertically
mounted with the driver section in the lower part. The driven section of 5.6 m
long is constituted with a pure air section of 2 m long and the upper part of
dispersed mixture. The internal diameter is 70 mm. As illustrated in the wave
diagram, a plane shock front is formed in the air section, and is incident to
decay through the mixture. By this arrangement, boundary conditions of the two
phase flow are simplified, and confusions due to interactions of contact surface
and expansion wave generated by the operation are successfully avoided. The
particles are fed through an injection valve and dispersed into the tube by

driving a suction fan connected to the top end of the shock tube. Then the valve
is slid to open the tube. Atmospheric air is sucked in through the port I to
suspend the particles, and is exhausted out from port 0 at the top end. Both

a Suction fan

a.0 Check valve
.. Gas-particle

i . 'm '-'-'' '--*."'-'--'--'*--'-''-'--':, U 1-4 mixture

SS

=4J - optical window

120x20 mm
. . ' ............ .- Shock front

............ : .... Particle-
"::.... .: .. 0 :injection

B ::::::.:.:: .::: :::: = =- valve
*1 % c-B ':::iiiiii !::A ' iiii

Ref lected C-A Pure Air
compression 1 air

Si 0 0 Particle
.•.tc 0 feederExpansion \ surface J

Time t front Diaphragm
Si :Incident shock ' Driver tube
Sm Decaying shock 0 70 mm Die.
Cp :Particle .3CD High pressure
CpA:Boufldary particle Hihpesr

Cg :Air- air -30 atm

Fig.l Schematics of the shock tube and wave diagram operating
;47 with a gas-particle mixture.

*.4,
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of the ports are equipped with a check valve and a particle filter. After the
passing of a shock front, the valves are shut off by the pressure increase, so
that almost all of the particles are conserved within the tube. The sediment at
the bottom is collected for weighing, and the loading ratio averaged over the
test section is obtained. The particles are glass beads of 30 and 50 pm nominal
diameters. The specific weight is 2.5, and the specific heat is 0.25 kgf/kgoK.
In the early stage of the investigation, a powder of white carbon is used [4].
However, the diameter is so small, i.e. 5-9 pm, that some difficulties
arose due to coalescence.

Shock velocity of the incident wave, local velocity during the decay, wave
form of pressure, particle trajectories and particle number are measured. The
data are taken at a section 2.5 m downstream of the incidence. Typical record-
ings are shown in Fig.2, where Msi and Msm denote Mach numbers of the incident
and the decaying shock front based on sound speed of air. Mass flow ratio of
particles to air is indicated by n. It is clearly observed in the pressure
signals that the wave is initiated by a discontinuous jump, which is found well
agree with the Rankine-Hugoniot condition of air. The further increase shows
the relaxation process. As the particle diameter D increases, the relaxation
becomes considerably longer,e.g.200 psec for D=10 im and more than 5 msec for
50 pm. It should also be noted that, as the mass flow ratio increases, the
leading front becomes weak, and the wave in the extremity takes a continuous
wave-form. The streak schlieren pictures in Fig.2(a) are not so clear as usual
recordings because of cloudy situation of the fields. Velocities of particles
are measured by using a micro-optical reader, and the accelerations are deter-
mined by polynomial fittings. Particle number is obtained by counting light
pulses. A light beam of a He-Ne laser is focused at a measuring point, and the
light signals scattered by particles in crossing the sampling volume areJ collected by a photo-multiplier. The optical arrangement and the output signals
are shown in Fig.2(c). The volume is measured to be 100 pm in diameter and 1 mm
in length. Two systems are used; one is focused at the center, r= 0, and the

.i other is at 5 mm from the tube wall, or at 80 % of the radius R. The density of
the pulse near the wall is considerably lower than the density at the center.

The pulse numbers during an interval of 0.5 msec at every shock tube run are
&! averaged over ten runs to express the number density of particles.

UNSTEADY ONE-DIMENSIONAL ANALYSIS AND DISCUSSIONS OF WAVE-FORMS

ii In the mathematical formulation, volume interaction is neglected, since
volume fraction of particles is estimated less than 1 %. The interactions due
to drag force and heat transfer between the phases are taken into account.
Then, the system of equations for the averaged continuum takes the simplest
form as follows.

.. "+ + L-0u,, = 0 ... (la,lb)

pU +- alp+_ U a U 2 + - P_ ...... (2
-0 . (2)

12 1 2) 1 U1
.[P(cvT+Tu) +G(CT+ !u)] +-[pu(cp+ u2) + Up(CT+ ) .. (3)
7t 2P ax 2 j...
a a =3p aT at _ 61 Nu_5y 4Dd _PIp (~u), T() ...(4a,4b)

In the equations, p :density of gas, o : mass of particles per unit volume
of the mixture, u and up: ,elocities of gas and particles, p : pressure, T andT : temperatures of gas and particles, c and cv: specific heats of gas, c:
specific heat of particle material, D :particle diameter, d :densityofparticle

material, u: viscosity of gas, Nu : Nusselt number, Pr: Prandtl number, Re
Reynolds number of particle, and 6= C/cp= 1. Ideal gas laws are applied for the
gas phase.
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CWhite Carbon, 5-9 r) C Glass Beads)
KISTLER-201B KISTLER-603A

Msm =1.16Msm =1.26
MsM 1.16D =26 prn

fl = 1.0 Ii =0.19
10 psi/div 5 psi/div
200 ps/div 500 Is/div

Msm = 1 Msm = 1.29

T=1.7 D =50 Wrn

10 psi/div n =0.51
200 us/div 5 psi/div

500 Us/div

(a ) Pressures of two-phase shock wave

([I]

Msm =1.3 5  0 L s 12

D= 30 lirn=50u
= 0.14 n = 0.43

Re= 457Re =505

Ti = 0.83
Re = 554

(b ) Streak seblieren pictures showing trajectories of particles.(

Scattered liqht 1. He-Ne laser
Sarnplinq volume L2 L3 2. Aperture (0.7 mm)

6 3.Pinhole (100 Wi)

Ll I T 4.Photo multiplier

Patce, Q 3 L2 1.3 f =126,100 mmn

43 4J - 4

W Base Noiase I I

r/R= 0 t-ts msec r/R= 0.8 t-t. msec
c ) Scattered lih inl;D=50 prn, T-0.3, Msm -1.3

Fig.2 Typical recordings of two phase experiment in shock tube
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b) Fig. 3 Drag coefficien t of particles in dispersed mixture, of air. The data except 1 are obtained by shock tubes.

The wave motion corresponding to the diagram in Fig.t is analyzed using
the method of characteristics [4]. The initial and the boundary conditions are
prescribed as follows;
(a) The region 0 is at a constant state and at a uniform dispersion, i.e~u = u p = 0 , p=pO, T=T = To and T)

= 
TIO.

S(b) Given the velocity Usi of the incident front at section of incidence C 0,

the trajectory of shock front is to be determined using the Rank ine-Hugon io t
I relations and the frozen condition for the air and the particle respectively.

(c) Along the path CpA of boundary particle, the air follows the simple wave
relation, and the number of particle is infinitesimal, i.e. a -0.

The laws of drag and heat transfer give significant differences in the
calculated waveforms. Three correlations of drag, as compared in Fig.3, and the
Knudsen-Katz formula of heat transfer, i.e. Nu=2+0.6Prl 3 Re 1/2 , are used.
The Ingebo's law takes the lowest drag for dispersed systems. The present data
are obtained by a similar method ac made by Rudinger[5]. Using steady equations
of mass and momentum, values of CD and Re are determined from pressure data and
velocity and acceleration of particles. The data at 0.1 msec after the front
are used in order to avoid the effect of unsteady propagation of the leading
shock front. A considerable amount of scatter exists in the results due to a
random appearance of particle trajectories in the streak pictures. The CD data
in Fig.3 seem to increase as the particles become large, probably due to
differences in interaction distance between particles. No reasonable correction
is found to express the effect at this stage. The present value obtained for
30 Wm particles is found close to the result of Rudinger.

The changes of waveforms during the shock wave decay are typically shown
in Fig.4. The incident shock front of Msi 1.6 decays over a distance of more
than 10 meters toasteady front of Msel 1.2 7. The final Mach number is identical
with the value predicted by an effective gas model, where the incident wave is
transmitted through a gas specified with "effective" values of gas constant and
specific heat ratio. The terminal waveforms coincide with the stationary shock
waveforms calculated with the value of Mse. As the mass flow ratio increases,
the terminal shock front becomes weak as stated before. Fig.4(c) indicates the
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44
Incident Incident Pressure
shock wave shock wave

Pressure A: Continuous

I waveform
2 32

0 2 4 6 
.0t ts msec

Gas velocity
1 =0.6 [11 x=2.5 m, Msm= 1.43

[2] x= 5.0 m, Msm= 1.32
0.5 Particle [3] x= 7.5 m, Msm 1.27

. 2 , 2 velocity

n = 2.0  [A] x=2.5 m, Msm= 1.12
Z [B] x = 5.0 m, Msm=1.00

0 2 4 6 8 Incident Shock front Msi= 1.6
t - ts msec Particle D= 50 1.m, CD-present

Fig. 4 Processes showing the decay of a shock front and local

waveforms calculated at distance x from the incidence.

process whereby a continuous waveform is realized. It should be remarked that
the shock wave continues to decay so long as the steady waveform at the local
shock Mach number exceeds the local unsteady waveform.

Experimental pressure and particle velocity are compared with the results
of analyses in Fig.5. In the velocity diagram, ten readings from the streak
pictures are shown in a form of histogram for every 100 visec. The pressures
calculated by stationary wave equations exhibit considerably higher increase
than the experimental results. This is because the shock wave is decaying at
the section of measurements. Such unsteady effect does not appear so clearly in
the velocity as in the pressure. The unsteady pressures related to the present
correlation of drag seem to agree well with the leading part of the experimental

profiles. However, a considerable amount of deviation arises in the rear part,
in accordance with an experimental evidence that the final pressure, which does
not depend on the descriptions of the transfer processes, is luwer than the
predicted. The other two correlations take lower values of drag force than the
present correlation in the experimental range of Re number. Then, the decay of
shock front, the pressure increase and the particle acceleration are calculated
less gradual, and the rate of pressure increase becomes similar to the results

*of the experiments. It is still premature to find out the most suitable corre-
lation among the three, because ol the presence of various uncertainties and
assumptions in the formulation of the flow, e.g. non-uniform initial dispersion,
inter-particle actions and two-dimensional motions.

A FUNDAMENTAL CONSIDERATION OF BOUNDARY LAYER EFFECT

The measurement of particle number reveals that the number density near
the tube wall is considerably lower than the density at the center axis. Typical
results are shown in Fig.6. At the center, i.e. r-O mm, the density increases

similarly with the result of unsteady analysis, while the density at r -28 mm
seems almost constant and is 50 % lower than the center flow density at the end
of the process. Such concentration of particles may be expected due toan effect
of wall boundary layer. In an usual shock tube flow, the growth of the boundary
layer acts as a msss sink in a shock fixed co-ordinate system qo that the
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Fig. 5 Comparison of measured and calculated profiles of
pressure and particle velocity. Various CD data are used.

In In oo _ oo
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. ,0 1 2 3 4 0 1 2 3 4

p= 0.15 t - ts  msec ri=0.31 t - ts  msec

Fig. 6 Number density of particles showing the cross-sectional
concentration. hsm = 1.:31 and Dt= 50 s m.

pressure increases with distance from Lhe shock front. In the present case, the
particles in the boundary layer receive a lift force due to the velocity shear
of the gas flow and move away from the tube wall [6.], so that the structures

of one-dimensional wave are modified through a somewhat dilferent mechanism.

Two-phase boundary layers are treated by various authors (7] using the
method of momentum integral relations. In the early stage of the present study,
the interaction problem of boundary layer flow and the external tube flow is
intended to solve iteratively accounting for the displacement effect. The system
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is constituted with equations of continuity, motion and energy describing the
external flow of gas phase, a momentum integral relation of the two phase
boundary layer, and equations of motion and energy of particles with external.
forces of lift and drag. The interaction is introduced in the continuity equation
by adding a normal velocity term as the mass sink, which is related to the
displacement thickness by the integral relation of continuity of the boundary
layer. However, the method is found unsuccessful because that particles in the
boundary layer completely fly out to interact with free stream particles at
different velocities and phase densities, so that the concept of displacement
effect is no more applicable for the external flow correction. Basic knowledges
about the behaviors and the concentration of particles must be required. The
following procedure is executed as a preliminary investigation.

(1) Boundary layer profiles of velocity and temperature in a shock fixed
coordinate are calculated by numerically integrating the momentum integral
relation. The one-dimensional waveforms are used as conditions at the edge of
the layer. It is assumed that the particles are absent from the layer, and that
the velocity and the temperature are expressed by third order polynomials.
(2) A Lagrangian cell of particle phase, which is located initially behind the
shock front, is represented by a particle (i), and the trajectory and the phase
density are obtained by integrating the following equations;

d d
upz~ = F (u-up),u V= E ( u- up + Fi (v-vp) ... (5a,5b)

upan = i[up+ vp] .......... (5)

and Eq.(4b), where, dldx denotes a differentiation along the i-th trajectory. u jand v are velocity components i the direction of x and y. Drag and lift forces

take the most simple forms, so that FE 3A/(4D 2d) and EF -3a/(4rDd).
(3) When more than two trajectories intersect each other, a force of impaction
acted to the reference particle by the others (r) is added to the right hand
sides of Eqs.(5). It is expressed as yFir(,pr-_i), see Soo[8], and the
fraction impacted is taken as unity in the calculation.
(4) Density u and velocities of particle phase at a point of intersection are
determined as yi , Ea u' / and G0 vi / o respectively.

In Fig.7, trajectories of representative particles and the density profiles
are shown. The thickness of the boundary layer and the highly concentrated layer
are calculated very thin in compared with the tube diameter and the experimental
data, so that the external flow must be affected only slightly. Nevertheless,
it is clearly seen that the boundary layer influences the flow through trans-
mitting particles crossed the shock front and generating a high density zone
outside of the layer. The thickness reaches several times the boundary layer
thickness. Such non-uniform distribution of particle density modifies the gas
flow in the second step of the iterative procedure. However, an assumption of
thin layer neglecting the normal gradient of pressure will be no more valid.
Profiles of pressure and gas velocity are estimated by assuming parallel stream
tubes. As indicated in the figure, the normal gradient of pressure is almost
two hundreds times the axial gradient, so that a normal motion of particles and
gas must be induced toward the center. The procedure obtaining the two-phase

* profiles are not completed at this stage, and a reasonable method of analysis
must be developed to execute the second step. The experimental results of
particle number indicate that, in contrary to the estimated, the density near
the wall is considerably rarefied. The difference may be partly due to the
modeling of the interaction of particles from the boundary layer with the free

stream particles. If a complete momentum mixing is assumed, then the free stream
particles are expected to be more deflected, and the particle phase is rarefied
near the edge of the boundary layer. Of course the real situation is much

S- complicated, and the complete modeling may be very difficult.
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Fig. 7 Trajectories and phase density of particles induced by

boundary layer. Interaction between particles appears slightly.

CONCLUDING REMARKSA:N Structures of shock waves in solid particle and gas mixtures are discussed

by experiments and analyses. Effects of unsteady propagation of shock front
initiating the process are made clear. Several drag laws, including results of

the present measurement, are used to describe the momentum transfer between the
particles and the gas, but discrepancies arise significantly between the wave-
forms in experiments and in analysis. Among various uncertainties, the boundary
layer effect is concerned, since the mechanism of interaction with the external

flow is not made clear for the two phase flow. The usual concept of displacement
effect is found no more suitable, and the interaction takes place through a
cross-sectional concentration of particles. The particles incoming to the
boundary layer are transmitted out into the external flow by an action of lift I
force induced by velocity shear. Though the iterative procedure of analysis is

not completed at yet, and though the concentrated layer is unexpectedly thin,
an induced inward flow is estimated to arise so that the experimental profiles
of the two phase flow may be approached.
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MOTION OF SMALL PARTICLES IN A FIELD OF OSCILLATING SHOCK WAVES

G. Rudinger , K.H. Chou2 and D.T. Shaw2

State University of New York at Buffalo

Buffalo, New York 1400

Small particles (near 1 1X) suspended in a gas
are difficult to remove by conventional separation
equipment. A promising technique is to expose the
suspension to a field of high-intensity standing

5sound waves in which the motion of particles rela-
tive to one another leads to collisions and agglo-

0meration. The resulting increase in the average
particle size then facilitates particle removal
by conventional means. Experiments indicate marked

increase in the agglomeration rate if the intensity
of the oscillations becomes so high that the sound
waves steepen to form oscillating shock waves.
Particles also exhibit a strong tendency to drift
to the nearest velocity node.-'The drift velocity
in a field of oscillating shoN waves is evaluated
as affected by the frequency and amplitude of the
oscillations and by the particle relaxation time.
The results are compared with those for a hypothet-
ical field of sinusoidal sound waves and indicate
that the drift velocity can be considerably larger
for oscillating shock waves than for standing sine
waves. Times required for particles to drift from
a point close to a loop to the nearest node are com-
puted for several cases and are consistent with
preliminary experimental observations.

Introduction

Many industrial processes produce a gas with small suspended
particles which must be removed before the gas can be used or ex-
hausted into the atmosphere. Conventional separation equipment,
such as cyclones, loose efficiency if the particles are smaller
than a few um, but acoustic agglomeration is a promising technique
to overcome this difficulty.lZ Inability of the particles to
follow rapid gas oscillations leads to formation of agglomerates
for which average removal by conventional means becomes practicable.

lWork supported in part by the United States Department of Energy
S2Department of Mechanical and Aerospace Engineeringj "Department of Electrical Engineering
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If the wave intensity is increased, sinusoidal sound waves become
distorted and eventually develop into oscillating shock waves.
Observations in standing-wave field have shown that particles
drift toward the nearest velocity node, where the resulting in-
crease in concentration enhances the agglomeration rate. For a
complete understanding of agglomeration, it is therefore impor-
tant to be able to predict particle drift. Drift in a field of
standing sinusoidal waves has been analyzed previously1 ,3,4 ; it
had also been pointed out that drift is affected by distortion of
the wave form1 , but apparently no investigations of particle drift
in a field of oscillating shock waves have been made.

Experiments

Experiments were performed in a vertical plexiglass test tube
of 75 mm diameter and 1.5 m length. A loudspeaker assembly was
connected to the top of the tube, and the bottom was closed. It
was loaded with an aerosol (NH4Cl, Dp = 0.2-0.5um, Pp = 1.58g/cm 3 )
at a concentration of 40 g/m 3 . Sound pressure levels and wave
forms were recorded by a calibrated microphone, and the size of
the agglomerated particles was determined by sampling and electron
micrographs. Details are given elsewhere. 5

k Initially, the particles formed a dense cloud, but some time
after turning on the sound, the cloud became much more transparent
except near the nodes indicating reductionof t he number density

F ~between the nodes as result of agglomeration and drift. Shock
waves were formed when the sound pressure level exceeded approxi-
mately 160 dB, and agglomeration and drift bucame much more rapid
at still higher intensities. The marked increase of the agglom-
eration rate after formation of shock waves had previously been ob-
served by Temkin. 6 At about 170 dB, and a frequency of 0.5 kHz,
the experiment was essentially completed within approximately 10 s
after turning on the sound. Samples of the agglomerated particles
indicated typical particle sizes of 10 to 20 ixm. Acoustic pressure
levels are generally expressed in dB, and the relationship to other

measures of shock strength, outlined in the Appendix, indicates
that these shocks are much weaker than those usually considered
in gas dynamics.

Analysis

Analysis of particle motion in the oscillating flow field is
based on the often made assumptions that the particle is spherical
and that the velocity of the particle relative to that of the gas
is small enough that Stokes drag is sufficiently accurate. Forces
on the particle associated with the distortion of the flow field
by an accelerating particle are neglected, because the particle
density is about three orders of magnitude larger than the gas
density; for small particles, gravity also is insignificant com-
pared with viscous drag as long as their settling velocity is much
smaller than the velocities of interest 7 . The equation of particle
motion is then given by

(irD3 p p/6)(du p/dt) = 3Dp (u-up) (I)

where Dp, pp and u are the particle diameter, material density
and velocity, u ana P are the velocity and viscosity of the gas,
and t is time. After division by the mass of the particle, this
equation becomes

dup/dt = (u-u p (2)
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where T = PPD 2p/18P is the particle relaxation time, and u is de-
fined as the gas velocity at the location of the particle. Since
the particle moves in an oscillating flow field, u must be described
as a function of x and t before Eq. (2) can be solved. The fol-
lowing description of the field of oscillating shocks is based on
the one given by Temkin.8 A wave diagram for one cycle is shown
in Fig. 1, where shock waves oscillate between x = 0 and x = L.
For the present analysis, it is immaterial whether these points
represent physical boundaries or nodes of higher-mode oscillations.
These shock waves are so weak that their velocity is practically
equal to the speed of sound c in the gas. They have a constant
strength that is conveniently expressed by Au/c, where Au is the
velocity change across the shock, or simply by Au, since only con-
stant values of c will be considered (see Appendix). It is evident
from Fig. 1 that the frequency f, or cycle time l/f, and the dis-
tance L between nodes are related by L = c/2f. The shock waves
thus divide the flow field for each cycle into two regions: region
I, which lies behind a shock wave traveling in the direction of
increasing x, and region II where it travels in the opposite direc-
tion. Within each region, the flow velocity is not a function of
time but varies linearly with x between 0 and Au as shown in Fig.
2; it is positive in region I and negative in region II. The heavy
lines indicate the distribution for a shock traveling to the right.

It is convenient to introduce the dimensionless variables
u/Au, Up = up/Au, E = x/L and 0 =t/. Velocities in regions

I and II then are given by
U I = and UII = - (3)

The shock trajectories shown in Fig. 1 can be expressed as

SI: = 2frO; $2: F = 2(1-fTe); S3 : & = 2(l+fTO) (4)

In Eq. (2), u is a functionof the particle position x, and
Up = dx/dt, and, in dimensionless variables, Eq. (2) becomes there-
fore

d2I/de 2 + d&/de - KE = 0 for region I (5a)
d 2 &/de 2 + dE/de - K = -K for region II (5b)

where K = TAu/L = 2fTAu/c is a dimensionless constant. The solu-
tionof Eqs. (5) is given by

tq RTICLE

mt ' AU-c-~

1/f S _ 2 AU

SHOCK

0 L

Fig. 1 Wave diagram for oscil- Fig. 2 Velocity distribution in
lating shocks (SI,S 2 and S 3 ) regions I and II. Heavy line
and a particle trajectory indicates distribution for a
(broken line). shock traveling to the right.
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= Ale + A 2e (6)

where a, and a 2 are the roots of M
2+ a - K = 0. The integration

constants A1 and A 2 must be found from prescribed initial condi-
tions for regions I and II. A particle trajectory is indicated
in Fig. 1 as a broken line and intersects the three shocks at points
1, 2 and 3. For region I, &1 can be arbitrarily selected and the
corresponding dimensionless time is el = &1/2fT. The initial value
of the derivative (d /de)l = KUpl at point 1 is not known before-
hand, but a close approximation can be obtained, because drift
during one cycle and the amplitude of the particle oscillations
are so small that the particle trajectory can be approximated by
C = C1 = const. Since U then is also constant within each region,the solution of Eq. (2) becomes a simple exponential. The particlevelocity at points 2 and 3 is determined by

-(e2-el)
UP2 - U1 = (U - UI)e for region I

-(e3-02)
Up 3  UII (UP2 UIi)e for region II

where U I and U1I are given by Eq. (3); the time intervals follow
from Fig. 1 as 02-61 = (l-&)/fT and 63 - 02 = &1 /fT. If one elim-
inates UP 2 from these equations and sets UP 3  Upl, according to
the foregoing assumptions, the initial velocity is found as

p1(d 1  1 - exp(-El/fT)
U- exp(-/fK[ (7)

AOne can then evaluate A1 and A 2 in Eq. (6) and obtain the equation
of the particle trajectory in regionIas

(( 1  +a2)U l 1 m e e

Ml- 2 { e 
-

(I
(l+al)U l_ 6l ae 2(e- e l) (8

Since 02 = (2-C 2 )/2fT from Fig. 1, Eq. (8) can be solved for C = 2by iteration; differentiation of Eq. (8) and substitution of the
result then yields also (d&/de)2 . In the next step, Eq. (5b) can
be solved for region II in the same manner. The initial conditions
are now given by &2, e2 and (d&/de) 2. Intersection of the trajectory
with shock 3 yields &3 and 03, and the drift velocity for this
cycle is therefore

uD = (x3-xl)/(t 3-tl) = (L/T)( 3-C1 )/(e3-e1 ) (9)

Since the difference between C3 and Fl is quite small, a high accu-
racy (6 significant figures) is needed to obtain meaningful results.In an attempt to improve the initial approximation for (dC/de)1,the results for point 3 were used as starting values for another
cycle but led to no significant changes in uD . The drift velocity
is always found to be directed toward the nearest node, where it
must be zero. It also must be zero at the loop point, C = 0.5,because of the symmetry of the flow field, but this location isnot stable, because the slightest deviation starts the drift toward

the nearest node. The drift time from loop to node is taken as
-. .L 0.00 d0/uD(1'.At =L f &uD(10)

- ; " 0. 495
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where the limits are somewhat arbitrarily selected because uD = 0
at 0 and 0.5. Values of UD were computed for several values
of (Fig. 3), and At then was determined numerically.

It is of interest to compare the results with those for stand-
ing sinusoidal waves of equal maximum velocity change. Such waves
are purely hypothetical, since they would steepen immediately to
form oscillating shock waves, but the comparison indicates the ex-
tent to which shock waves are more or less effective in driving
particles toward the nodes. For a standing sine wave, one has

u = (Au/2) sin(rx/L) sinwt (11)

where w = 2wf. Substitution into Eq. (2) leads to

d 2 E/de 2 + dC/de - (K/2) sinnE sinWTe = 0 (12)

Marble4 solved this equation by a series expansion in terms of the
small parameter K/2 and obtained the drift velocity at E as

Au2  Wt

UD 1 (1 + W
2
T
2
) sin 2i (13)

Thus, the maximum drift velocity is obtained for WT = 1 and at
= 0.25, that is, at the center between loop and node. A more

elaborate theory by Dukhin 3 (see also ref. 1) accounts for forces
resulting from the distortion of the flow field by the particlebut the results become identical to Marble's if (2/3)[(Pp/P)/W ]

/ 2

>> 1, where p is the gas density. This condition is reasonably
satisfied for the present study, since pp/p = 0(103) and W z 1 in
the range of main interest. Drift times for sinusoidal oscilla-
tions are obtained by substituting Eq. (13) into Eq. (10); inte-
gration then yields I

Ail At = 1.3 2 2 c/fuDmax = 2.115 c 2 /fAu 2At = max(14)

Results and Discussion

The following examples are based on particle relaxation times
between 0.01 and 1.0 ms and frequencies of 0.5 and 1.0 kHz. The
speed of sound is always taken as 347 m/s, and shock strengths are
specified by velocity changes Au between 10 and 40 m/s. As seen
in the Appendix, the corresponding sound pressure levels range from I
somewhat below 160 dB to about 170 dB and are typical for acoustic
agglomeration work. As the analysis in the preceding section
shows, drift velocities do not depend on f and T separately but
only on the product fT. However, the frequency also enters expli-
citly into calculations of drift times.

Variations of the drift velocity between loop (s = 0.5) and
node (& = 0) are shown in Fig. 3 for u = 40 m/s and for the six
combinations of f and T identified in the caption. Solid lines
refer tooscillating shocks and broken lines to standing sinusoidal
waves. Effects of varying f and T are indicated separately to dem-
onstrate the effect of those variables directly. In general, the
shocks produce significantly larger drift velocities than sine
waves -- three times as large in case (c) -- , but the difference
becomes smaller as f and T increase. For the largest values of f
and T, the difference actually reverses, case (d). For sinusoidal
waves, the maximum is always at the center between loop and node
(C = 0.25), but for shock waves, it is increasingly shifted toward
the node as f and T decrease. This shift was a completely unex-

efinding.
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Fig. 3 Variation of drift velocity (taken as positive)
for Au = 40 m/s, for oscillating shocks (solid lines)
and standing since waves (broken lines).

.: .f T (m/s)
S(kHz) 1.0 0.1 0.01

0.5 (a) (b) (c)
1.0 (d) (e) (f)

The marked increase of uD at F = 0.25 with increasing shock

strength is shown in Fig. 4. A scale for Wt is provided at the
top of the figure. It shows that all maxima lie at WT = 1, as in
the case of sinusoidal oscillations indicated by Eq. (16), although
the analysis involves only f and not w. For sinusoidal oscilla-
tions, Eq. (13) gives a simple relationship between uDc/Au 2 at
& = 0.25 and Wt or ft which is shown in Fig. 5 as the solid curve.
Data from Fig. 4 also are entered with different symbols identify-
ing different values of Au. These fall almost exactly on a single
curve. The small residual scatter is believed to be a consequence
of the increasing shift of the maximum of uD at small values of ft.
This figure again shows the much larger dri t velocities produced

by oscillating shocks except for high values of ft. The curves
actually cross over at about wt . 4, but the reason for this be-
havior is not clear. If the solid curve is enlarged by a constant

-. factor of 1.52 to match the shock data at their maximum, the broken
A*
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Uline is obtained. It lies close
04 0* OjC € to the data points for WT < 1

but is considerably higher for
WTr >1

. ! lThe time required for a
particle to drift from a point
close to a loop (c = 0.495) to a
point close to the nearest node
(C = 0.005) is indicated in
Table 1 for both oscillating

40 shocks and standing sine waves
for the six combinations of f

Ow oatO4 4 04 W and T considered and for Au =

fT 40 m/s (about 170 dB). Also
listed are the maximum values of
the drift velocity from Fig. 3

Fig. 4 Effect of shock strength and the diameters of NH4 Cl par-
(Au) on drift velocity (taken ticles in air computed from T.
as positive) at = 0.25. The values for f = 0.5 kHz thus

correspond to the described ex-
periments. It can be seen that
computed travel times of several

UT seconds are consistent with the
0.4 0.2 0.4 0.6 4.0 20 40 60

0.05 --- =, I .1 , observed particle sizes of sev-
a((MA) eral pm. A more quantitative
0 0 agreement could not be expected

004- 20 because of the limited data
4available from the preliminary

o.03 experiments.

aIn summary, it can be seen
i o. - that oscillating shock waves4d produce drift velocities toward

the nearest node that are almost
0. exactly proportional to Au2 .

These velocities are about 1.5
times larger than those produced

0.02 0.04 0 06 0.1 0.2 0.4 0. 4.0 by standing sound waves for
fT wT < 1, but this ratio gradually

decreases for larger values of
WT and falls below 1.0 at about
WT = 4. The reason for this re-

Fig. 5 Drift velocity parameter sult is not clear at this time.
(taken as positive) at = 0.25. Also,the unexpected shift of
Symbols refer to shock waves of the maximum of uD toward the node
various strength and solid line is not yet understood. These
to standing sine waves; broken questions would require further
line represents solid line multi- investigation.
plied by 1.52 to match shock data
at maximum.
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Table 1. Drift times for Au = 40 m/s and c = 347 m/s

f(kHz) T(ms) fT Dp (m) UDmax (mm/s) At(s)

Shocks Sine Waves Shocks Sine Wave

1.0 1.0 1.0 14.7 33 45 13 10
0.1 0.1 4.6 196 130 2.4 3.5
0.01 0.01 1.5 45 18 11 25

0.5 1.0 0.5 14.7 92 83 9 11
0.1 0.05 4.6 146 82 7 11
0.01 0.05 1.5 30 9 32 101

Appendix: Relationship between dB notation and shock strength

In acoustics, it is customary to measure sound pressure levels
in dB, which are defined as 9 dB = 20 lOg01OPrm s + 74, where Prms
is the rms-value of the pressure amplitude in dyn/cm 2 . The chan e
from maximum to minimum pressure is therefore given by Ap = 23/2

Prms and represents also the pressure change across the correspond-
ing shock wave. For a shock in atmospheric air (Patm 10 6dyn/cm 2 ),
the pressure ratio is therefore P = 1 + AP/Patm. Thus, a pressure
level in dB is readily converted to P and, with the aid of standard
shock equations,also to the shock Mach number M S and relative
velocity change Au/c. The following table lists a few examples
and values for Au for c = 347 m/s.

Table 2. Measures of shock strength f
dB P M S  Au/c Au(m/s)

160 1.056 1.024 0.040 13.9

165 1.100 1.042 0.068 23.6

170 1.178 1.074 0.120 41.6

175 1.316 1.127 0.200 69.4
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C
C SHOCK TUBE MEASUREMENTS OF IR RADIATION

CIN HOT GAS/PARTICLE MIXTURES*
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Grumman Aerospace Corporation

I/ Bethpage, New York 11714

A shock tube technique has been employed to
establish a broad data base for the validation of
computer codes that predict IR radiation in
high temperature aerosols. ,Accurate control of
particle and gas temperatu~ie-and concentrations
across a wide range of conditions is provided in
the reflected shock zone of a shock tube.
Particles up to 10 pm diameter equilibrate within

I a small fraction of available test time, making
parameter control independent of thermal lag
predictions. Optical thicknesses for either gas or
particle components can be provided as high as 4.
Temperature calculations supported by measurements
indicate that the equilibrium aerosol temperature
can be predicted to within ± 5% in the

itemperature range 1000 to 2000 K if the particle
loading is restricted to roughly 20% by mass.
Independent measurements of particle concentration
by multi-spectral extinction and laser Doppler
velocimetry demonstrate that the particle cloud is
uniform in space and time and that agglomeration
is negligible. Examples of data are presented for
C, A1203 and melted A1203 particles
at various optical depths, in transparent and IR
active gases, under conditions of multiple
scattering. The results provide new determina-
tions of optical properties at high temperature
and a well-controlled data set for the investiga-
tion of two-phase radiation transport and
heterogeneous combustion processes.

INTRODUCTION

This work is motivated by the need for improved radiative
transport diagnostics of thermophysical properties in
gas-particle flows and heterogeneous combustion processes.

Work was supported by AFRPL under contract F04611-79-C-0017.
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While significant progress has been made in the understanding of
radiation transport in hot gas systems, predictive tools and
diagnostic techniques for two-phase gas-particle systems are
less well developed1 . Two-phase systems present an impressive
array of problems including particle formation processes and
size distributions, coupled gas-particle emission, absorption,
and scattering, and, in some cases, non-eq ilibrium between gas
and particle temperatures and velocitiesl, . The development
of computer codes to handle this combination of problems
requires well characterized data sets to test their ability to
treat simultaneously the spectral details of multiple scattering
and emission/absorption by the gas and particles. Of
fundamental importance in such validation is the ability to
determine all of the experimental parameters, with special
emphasis on the accurate determination of gas and particle
temperature. The sensitivity of prediction/validation to
temperature errors is essentially the same as the sensitivity of
the Planck function which in the mid-IR (2 - 5 pm) goes like
T - 3 for T-1500 K. Analysis shows that the sensitivity of
two-phase radiance to particle concentration, size, and
scattering phase function is slower than linear for simple
cylindrical geometries.

There are two fundamental aspects of two-phase radiative
N transport codes that must be verified: particle optical

properties and two-phase radiative transport models. The need
for experimental particle measurements arises from uncertainties
in the temperature variation of particle optical properties,
from the nonspherical shape of many aerosol particles, and from
possible differences in optical properties between the bulk and
powdered samples. The need for two phase radiative transfer
measurements arises from entirely new band modeling methods
required for two-phase flows with multiple scattering3 . These
fundamental code modules require investigation over a full range
of optical depths (dimensionless length measured in photon mean

free paths) from thin to thick. In the optically thin limit
only single scattering occurs, and the experiments in this
regime are important for the verification of particle
emission/scattering laws. In the optically thick limit the
multiple scattering gas/particle interactions depend only upon

the local properties of the medium, and experiments in this
regime test the validity of multiple scattering models
independent of geometric effects. In the regime of intermediate
optical depth, the multiple scattering gas/particle interaction
depends both on the properties of the medium and the large scale
spatial structure of the test media. Experiments in this most
important regime test realistic multiple scattering problems in
geometrically complex flow fields.

To obtain the needed data base an extensive experimental
program was carried out at Grumman in the reflected zone of a
conventional shock tube. The advantage of this approach is the
high degree of control afforded over such test conditions as
flow geometry, particle size and type, gas composition, tracer
constituents, and aerosol temperature. Quantitative accuracy
criteria for experiment control were selected based on a desired

net predictive accuracy goal of 30% in aerosol radiance. To
meet this specification and to ensure gas/particle equilibrium
conditions in the test aerosol the particle mass fraction and
nominal diameter were restricted to .20 and 10 urm,
respectively.
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The specific test conditions for our experiments were
chosen to maximize the impact of selected two-phase transport
effects and do not necessarily pertain to the operational
characteristics of actual combustor systems. Test aerosols
investigated employed 1, 3, and 9pum diameter A12 0 3
particles as representative of purely scattering type particles
and 0.4 pm diameter C and 3 pm diameter ZrC emissive particles
in various combinations of inert and IR-active gases, in the
temperature range from 1200 to 3000 K. The concentrations of
particles and gases were varied independently to cover a wide
range of optical thickness and scattering/extinction ratios. CO
and CO 2 test gases were used to test differing two-phase
emission models for diatomic and polyatomic molecules,
respectively.

The following sections of this paper first briefly describe
the experimental technique and then give selected results.

AEROSOL GENERATION

The code validation experiments were carried out in the
reflected zone of a conventional shock tube. Particles were
introduced into the test gas by entrainment in the gas flow
behind the incident shock wave. To illustrate the introduction
method a schematic wave-particle diagram is shown in Fig. 1.
Prior to the test, the particles are distributed on a mid-plane
plate located near the driven section end wall (roughly 5 shock
tube diameters away). When the incident shock wave passes the
particle pile the particles are continuously entrained in the
post-shock flow and rapidly spread across the shock tube.
Subsequent interaction with the turbulent, stagnant gas behind

the reflected shock further distributes the particles to form
the test medium. This same technique has been successfully
employed by Seeker et al. 4 in coal ignition studies.

TIME,

EQUILIBRIUM AEROSOL

REFLECTED
SHOCK

CLOUD
TAIL

OUT OF
PARTICLES

FRONT h ' 4WALL

INCIDENTSHOC 
K

SHOCK LOAD ~ SHOCK

LOAD SITE
I E _ SITE AEROSOL WAVE

DISTANCE.,

0983-001D

Figure 1. Illustration of Spatial and Temporal Development of an Aerosol Cloud in a Shock Tube.

Behind the incident shock the particles spread with roughly 200 total included angle
(measured from glow photographs). Mean velocity turbulence levels behind the
incident shock (10 to 15 m/sec, LDV) and in the stagnation zone (20 to 30 m/sec,
LDV) help to produce the uniform test medium.
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The success of this approach is due to a combination of
factors:

1. Operation in the reflected zone of the shock tube produces
an equilibrium aerosol in which two-phase radiative
transport is decoupled from particle/gas fluid dynamic
interactions.

2. For particle diameters below 10 ym analysis 5 and
experiment show that thermal relaxation times are
sufficiently short to permit pulsed (- 2 ms) shock tube
experiments with complete assurance of thermal
equilibrium, permiting accurate prediction of gas/particle
temperature.

3. The simple particle loading method produces well mixed,
uniform aerosols at least two tube diameters in length so
that cloud edge effects on the measured radiation are
minimized.

4. The generated aerosols are relatively free of particle
agglomerates; agglomerates are undesirable because they
behave like particles with unpredictable size distribution.

5. Gas and particle concentrations and temperature in the test
aerosol can be independently varied over wide ranges with
tight control over all aerosol properties.

The test aerosol is uniform in space and time as
demonstrated by laser Doppler and multi-wavelength extinction
measurements of the particle concentration at a variety of
longitudinal and radial positions within the cloud. These data
(Table 1, Figs. 2 & 3) are internally consistant and show theIaerosol to be uniform for a minimum of two shock tube diameters.
The aerosol cloud is also relatively free of agglomerates.
Agglomeration can be detected by enhanced laser extinction at
long wavelengths where agglomerates have substantially larger
optical cross sections than single particles. Comparisons of
LDV particle counts with extinction data at 0.26, 0.63, 3.39,
and 10.6 pm showed no large or systematic differences.

TABLE 1. COMPARISON OF EXTINCTION AND LDV PARTICLE NUMBER DENSITY
MEASUREMENTS IN A1203 AEROSOLS.

Meaurement Particle Density,
Test Condition Method Station, cm 10 /cm

3

MACH NO.- I Z LDV 29 7.1

N2 CARRIER GAS 3.4 #m EXTINCTION 41 6A

3 Mm DIA A12 03  3.4 ism EXTINCTION 25 6.6

10.6 um EXTINCTION 25 7.6

MACH NO. = 2.35 3.4 urm EXTINCTION 25 2.4

Ar CARRIER GAS
3 im DIA A12 03  .63 gm EXTINCTION 29 3.0

0983-001D
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Figure 2. LDV Particle Flux vs Time in A12 03 /N 2  Figure 3. Radial Survey of LDV Particle Flux
Aerosol. Temporal uniformity of the in Al2O3 /N 2 Aerosol. Spatial uniformity
aerosol is demonstrated by a constt of the test aerosol is shown by the
Particle flux (1.2 x 109/cm21s) over insensitivity of the flux level to radial
the 2 ms steady flow time; sample position. Each point represents a
time is 10 a separate rn. Mean flux level

corresponds to 1.03 x 106
particleslcm3 .

The particle concentration in the test aerosol is varied
for a given particle type and incident shock strength by simply
adjusting the initial gas pressure in the shock tube, ie, it was

empirically determined in this work that particle concentration
I? is nominally a linear function of the ratio of gas density

behind the incident shock to particle diameter. This
functionality holds even when the local gas Mach number is4 slightly supersonic if the initial gas density is adjusted for
the anticipated jump conditions.

Analysis 5 and measurements of the temporal variation of
radiation (see Fig. 4) indicate that the particles equilbrate
with gas conditions in less than I ms if the particles
(AI 20 3, ZrC, & C) are restricted to a maximum diameter of
about 10 mm. The equilibrium temperature can be predicted to
sufficient accuracy (± 5%) from the one dimensional shock

tube equations using the usual measurements of incident shock
wave speed and measurements of the particle concentration and
nominal size to estimate particle loading. For low mass loading
( 3%) the pure gas predictions provide the desired agcuracy, a
fact that has been employed by many investigators6 ,7 , of

two-phase phenomena in shock tubes. With increased mass loading
the loss of heat from gas to particles and, for our continuous
entrainment process, variable particle residence time behind the
incidence shock, must be accounted for. A small region of the
cloud near the load site will be in nonequilibrium (the extent
of the nonequilibrium region depends on heating rates and
particle type and size). Comparisons of detailed one-
dimensional calculations 9 (as well as much simpler steady
flow analysis in shock-fixed coordinates) with temperature
measurements indicate that the desired accuracy can be achievedIif the particle to gas mass concentration is restricted to about
20% in the temperature range 1000-2000 K, Fig. 4. Spurious
waves generated from the particle load plates and the windows
are a major concern in the experiments. Calibration runs using
S02 tracer gas and UV thermometry were employed to ensure that

,.-:"-- our test conditions were not influenced by such interactions.
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GAS: 90% Ar, 10% SO2
PARTICLE: 3 Mm A12 03
GAS OPACITY, r > 7

E .20 PARTICLE OPAC TY, P 2 5% ERROR BAR

Eu PURE GAS TEMP = 1263 K
.15 EQU-IBRIUM

LU . TEMP = 1236 K

Z .10

aa05 PURE G EQUILIBRIUM TEMP 695 K Figure 4. Aerosol Temperature Inferred

from IR Radiance Measurements.
..'70 1 2 3 4 5 Aerosol temperature was

TIME, ms monitored from IR radiance
measurements at 7.3 lim, where

a) PARTICLE/GAS MASS FRACTION = 0.034 the P3 SO2 fundamental and

the L WIR absorption of Al203

GAS: 90% Ar, 10% SO2  
combine to make the aerosol

PARTICLE: 9Mm A12 03  nearly black (emissivity > 0. 95).
GAS OPACITY, T >7 The error bars indicate the

20 PARTICLE OPACITY, ,p = 2 spread in radiance associated
- PURE GAS TEMP = 1323 K with a 5% temperature error.

(N
E 5% ERROR BAR

.15 EQUILIBRIUM
_TEMP-134 K

U .10'
Z

S.05 PURE GAS TEMP-=753 Ka PRE ASTMP
= 

53<,0 : -" EQUILIBRIUM TEMP- 661 k-: : :
0 

=101 I0 1 2 3 4 5
TIME, ms

0 300Db) PARTICLEIGAS MASS FRACTION 0.1

SAMPLE RESULTS

'The previous section of this paper discussed the generation

and characterization of uniform high temperature aerosols at
equilibrium in the stagnation zone of a conventional shock tube. |
The controlled uniform flow aerosols can be used directly to
test radiative transport exclusive of flow effects, or as a
source for flows to test coupled two-phase flow and radiative
effects. The experimental work to date has been concerned with
the first of these two alternatives. Tests have been configured
for code validation of multiply scattering media and for
particle optical properties. Radiation measurements have been
made on both and in-band and on a line-resolved basis using a
variety of photometers and spectrometers. In the following
sample results are presented.

Optical radiation diagnostics of carbon and soot aerosolsare important for the design and understanding of a wide variety

of coal and hydrocarbon fueled combustors. The specification of
particle size distributions and soot/carbon optical properties
remains a major practical consideration for such systems, so
that it is generally not possible to identify with precision the
role of two-phase multiple scattering from measurements on
actual systems. Shock tube experiments with particles of
controlled size distribution and chemical composition provide
tests at a reduced level of complexity which display these

p effects more clearly.

_ _"" ___I"-' > .>-
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Figure 5 shows the spectral emissivity of 0.4 pm diameter
amorphous carbon particle clouds as a function of optical depth

. The emissivity approaches an asympototic limit for large T
substantially below the value of unity for a pure absorber, and
the emission is non-gray. These are consequences of multiple
scattering and depend upon both particle optical properties and
medium ge ometry. Reference to the work of Bauer and
Carlson 0 indicates that the role of geometry is significant
in our experiments, so that this data will provide useful tests
of prediction techniques for complex combustor geometries. We
note that our data contradicts MacGregor's1 1 conjecture of a
long wavelength cutoff in the emission spectrum of small
particles (A(cutoff) = Vir dp, dp = particle diameter) which
for our nominal 0.4 pm carbon corresponds to 1.8 Am.

0 T =1517 K,Tp = 2.9,

T = 1734 K, r'p 
= 
2.2

0.8 T = 1542 K, Pp 
= 0.95

00 0 Figure 5. Spectral Emissivity of a Carbon Aerosol.

0 000 The spectral emissivity of 0.4 Am
> . 0diameter amorphous carbon is non-gray

0.6 0 in the mid-IR. The absolute values of
0 0 a cloud emissivities indicate that the

- D [] 0 00 particles have significant scattering
0 cross section and cannot be described

0.4 using a pure absorption model. The
optical depth.

0.2 ' -1 I I
2 3 4 5 6

0983-0050 WAVELENGTH, m

Radiant heat transfer analysis in two-phase media requires
a knowledge of the hemispherical emissivity. Our measurements
in A120 3 aerosols with CO2 and CO as IR-active gases
indicate that specification of this quantity requires
appropriate two-phase analysis under certain conditions. In
particular, the presence of scattering particles in an emitting
medium acts to reduce the medium emissivity e(O) for small
angles 0 (8 - 900 for the perpendicular). This behavior is well
known in the analysis of plane parallel atmospheres (limb
darkening) and is related to the increased reflectivity of
certain solid surfaces near grazing incidence. Fig. 6 shows the
angle dependent emissivity of a C02 /A1 20 3 aerosol,
normalized by the value expected from the CO2 alone without
scattering. The emissivity vs 9 curve exhibits a characteristic
knee near 30, related to the width of the particle forward
scattering lobe, below which two-phase effects cause an
appreciable reduction in emissivity. These data will test the
ability of new two-phase band models to properly describe

• - multiple scattering in three-dimensional geometries.

A ..
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Figre 6. Angle Dependlnce of Aerosol Cloud Emissivity. The addition ofscattering Al 2 03 particles to
CO2 in controlled aerosols tests the ability ofalternate two-phase techniques to accurately
predict the observed reduction in e (0).

Measurements of melted Al2O0 illustrate the use of the
shock tube aerosol technique to aetermine particle optical
properties. Prior measurements of this material above and below

the melt point (2320 K) yielded contradictory results. In
particular, Mularz and Yuen1 2 disputed the discontinuous jump
in particle emissivity associated with the solid to liquid phase
change reported by Carlson1 3 and by Gryvnak and Burch 14 .

Our own measurements (Fig. 7) exhibit a discontinuity at the
melt point, with the mid-IR emissivity of the liquid phase at
least one order of magnitude greater than for the solid phase.
We attribute the observations of Mularz and Yuen1 2 to thermal
lag between the gas and particles. In particular, examination
of their emission versus temperature data reveals a
characteristic plateau region near the melt point which we
attribute to temperature arrest of particles undergoing

solidification (&H/C - 900K). The present measurements are the
& ~first mid infrared data for this material, and a complete

analysis will be published elsewhere. Preliminary analysis of
particle emission cross sections from our data, shown in Fig. 7,

4-, indicates a temperature-independent particle emissivity near
0.5 between 2500 - 3000 K. This observation also suggests the I
possible use of AI03 as a fiducial temperature indicator in
high temperature f ows, analogous to the use of thermal phase
change paints.

o o
.0 0 0 0 MELTED A 2 0 3

SOLID A,203 EMISSIVTY Flgue 7. Emhdeikty al Melted Al2 03 . The mid-IR
SELOW SAMKGROUNO emissivity ofa f-orn A34o lumps
EMISSION LEVEL IN di'lnuously at the melt point
SHOCK TUBE (2320 K) to a high temperature

independent value near 0.5 betweenSTHEORETICAL ME temlponad3000 X.

.0PEICTION FOR 

nj SOLID A1203,PLASl5.0011

2 3 4 5.
WA VELENGTH. lm

4'-,1310
• " 'i ,. "'
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CONCLUSIONS

The shock tube aerosol generation technique employed
provides a unique means of systematically studying complex
two-phase radiative transfer effects with tight control over
aerosol properties. Tests are conducted with a known particle
size and type and controlled gas composition and flow geometry,
leading to considerable simplification in experiment design.
Particles equilibrate rapidly with the shock heated gas well
within the available test time and produce a well defined
temporally and spatially uniform aerosol free from agglomerates.
Initial application of this technique has produced a
comprehensive validation data base to aid in development of new
two-phase radiative transport codes and new data on the optical
properties of melted A12 0 3 particles.
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STUDY OF BINARY NUCLEATION IN A LUDWIEG TUBE
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O Universitat Karlsruhe, D-7500 Karlsruhe 1, West Germany

In extending earlier studies, the nucleation of
ethanol-water mixtures is analyzed using Ludwieg
tube flow in combination with a differential in-
terferometer and high speed photographic dia-
gnostics. Excellent agreement with calculations
employing binary nucleation theory is obtained
for alcohol-rich mixtures whereas for high water
concentrations differences between experiment and
theory are observed. This is attributed to the
characteristic change of the surface tension. The
importance of the expansion rate is demonstrated.

INTRODUCTION

4As discussed in a previous paper1 , interest has grown in re-
cent years in the utilization of binary mixtures as working
fluids in Clausius-Rankine cycles at relatively low upper tempe-
rature levels2'3 . Solar systems and waste heat recovery may be
mentioned as typical examples. In general, the fluid is expanded
within the turbine across the saturation line to achieve high
efficiencies and large enthalpy differences. It is well known,
that after crossing the dew point in a fast turbine expansion
process the thermodynamic equilibrium is not obtained. After
reaching a certain state of supersaturation the metastable state
of the vapor collapses in a sudden homogeneous nucleation. Mark-
able effects due to the sudden phase change and droplet formation
on efficiency performance and reliability of the low pressure end
stages of the turbine are observed4 .

With exception of a small number of original experiments
5,

no information is available on binary nucleation over the whole
range of mixture concentration at high cooling rates as experi-
enced in turbomachinery and other technical applications.

Another motivation concerns questions regarding homogeneous
binary nucleation in meteorological processes. Using binary nucle-
ation theory, it has been shown that certain pollutants in the at-
mosphere such as sulfuric acid may trigger vapor condensation even
if the water vapor would be superheated in its isolated state 6 .

f[
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In extending our earlier measurements1 within the expansion
fan of a shock tube, the present study incorporates the short du-
ration flow of a Ludwieg tube. Ethanol/water-mixtures were of
primary interest because water-alcohol systems seem to be of pre-
dominant technical importance and water-ethanol permits a first
access to a comparison between theory and experiments as their
basic thermal data are available in the temperature range of in-
terest.

THEORY

The generally accepted theory of homogeneous binary nuclea-
tion was developed by Neumann and D6ring7 and extended by Reiss

8

and is based on the classical nucleation theory. The basic equa-
tion derived for the binary nucleation rate is in a:alogy to the
unary condensation:

I = C exp(-AG /(kT)) (1)
with AG* the critical free energy for isothermal

nucleus formation from the vapor phase
k the Boltzmann constant
T the temperature
C the frequency factor

For the isothermal difference of Gibbs' free energy it is found:

AG= ))+n2(P2,-P2)+wr2+(4/3)wr3 (p-p ) (2)

with molecular chemical potential in the liquid
phase, component 1, 24 1 g'M 2  molecular chemical potential in the gas phase

j1,n2 number of mole, les in the nucleus
r nucleus radius
a surface tension
p total vapor pressL

p. saturation pressure I the mixture at clustercomposition '

The last term in Eq.(2) is considerably smaller compared to
the other portions and will be neglected in the following consi-
derations. In plotting AG as a function of n! and n2 it can be
shown that in general a saddle point is obtained as illustrated
in Fig.l. The direction of the main condensation process, there-
fore, is predetermined. The relevant critical parameters n* and
n2 can be derived from the saddle point conditions:

3AGj _ AG = 0 (3),(4)an-, n2 3n2 nl

32lAG 2 a2lAG a2AG
.4 with the requirement ) _ - > 0 (5)." .:, 3njan2 n 2 2

The preexponential factor can be calculated following Reiss 8

0102
C O1sin

2 # + 02COS
2# (NI+N 2 ) S Z (6)

withi Pi8 ; i 1,2 collision rate (7)
1 7/2wmikT• . . 1
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pi partial pressure in the vapor phase
m. molecular weight
N molecular concentration in the vapor phase

S 4wr 2  surface area of the cluster at the
saddle point (8)

Z /-P/Q Zeldovich factor (9)

P 2AG cos 2€ + 2 a2AG cosfsine + 2-G sin 2€ (10)
an 12 3n1 3n2  an2

2

Q 2AG sin 2* - 2 32AG cos~sin* + 2-G cos 2o (11)
3n1

2  3n,3n 2  3n2
2

€ is the angle between the nl-ordinate and the projected direc-
tion of the main condensation path across the saddle point. It
can be calculated according to

tg2¢ + (RdB-dA)tg¢ - R = 0 (12)

where R is the correction factor proposed by Stauffer9

R =2/81 (13)

d 32 AG 32 AG d2AG / 2AG(14,(15)
A  nl2 /nlan 2  B 3n2 anlan 2

Fig.1 Free energy AG
for cluster formation
from the vapor phase
T =293.15 K
I = 10 6 m-3s -

S a, = 0.20, a2  1.91

Critical values

(saddle point):
\ , ' n1 = 11, n2 = 168

I" Water/ethanol mixture

Ideal gases were assumed which is of sufficient accuracy for
the present study with relatively low normalized pressures. The
surface tension and the density of the liquid phase were obtained
by polynomial approximation with respect to the mole fraction of
the alcohol and the temperature. The phase equilibrium in the
temperature range of interest was approximated by the NRTL equa-
tion with 6 coefficients1 0 .

EXPERIMENTAL
The expansion of the superheated vapor into the two phase

region was accomplished in a Laval nozzle of a Ludwieg tube. By
proper choice of the initial state within the driver it was pos-
sible to position the onset of nucleation during the first sta-
tionary flow cycle within the supersonic section of the Laval
nozzle. The flow field upstream, therefore, is not affected an
unsteady effects are eliminated if the conditions of the local

V critical heat addition are considered. This, to our experience, I
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seems to be the main advantage in comparison to nucleation stu-
dies in the unsteady expansion fan of the driver section of a
shock tube1 .

Mercury Lamp

CoAcmmat Gea%

Da t a Prim~n Wollaston.- Pri i

,:J: Ac_ Obmt, LP Se t0

i ,: Equp, ..1 \ ihSedCmr

,Fig.2 Schematic of Ludwieg tubec

Fig.2 illustrates the schematic of the experimental setup.

In principle it is derived from our earlier expansion tube1 . The
binary mixture to be studied is prevaporized and superheated
within the driver itself. To guarantee an almost isothermal nu-Icleation process as required by the classical nucleation theory
as described by Eq.(2), the vapor is diluted by a noncondensable
carrier gas such as nitrogen. To secure a perfect mixing of the
carrier gas and the vapor, the inert gas is added by a concentric
perforated distribution tube with the length of the driver sec-
tion.

The convergent section of the nozzle begins slightly up-
stream of the diaphragm and the throat of the nozzle is located

*, closely to the membrane. Quartz windows are used in the supersonic
domain of the nozzle within the driven section for the optical

-. measurements. The onset of condensation characterized by heat ad-
dition and a change of the density can be detected by a differen-
tial interferometer. A high speed camera is used to record the
fringe shift. The pressure distribution within the divergent part
of the nozzle is monitored by three piezoelectric pressure trans-
ducers. In a sequence of preliminary experiments using nonconden-
sable gases it was possible to determine the nozzle's effective
cross-section. Variations of the total pressure throughout the
steady flow cycles can be neglected as the driver length to its
diameter ratio was chosen to be about fifty as suggested by
Ludwiegll. The static pressure recorded during the steady flow,
therefore, was constant.

MEASUREMENTS AND ANALYSIS

Because of the relatively small diameter of the achromatic 4
lenses of the differential interferometer, it was impossible to

471_
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view the whole divergent section of the nozzle. It, therefore,
was necessary to preestimate the onset of nucleation. These ini-
tial experiments were performed in utilizing the expansion fan in
the high pressure section of a conventional heated shock tube,
thus saving large amounts of high speed film material. As mentio-
ned, the setup of the tube and the measurement procedure were
described in our earlier paper1 . The high cooling rates as requi-
red in modeling steam turbine flow, however, were only achieved
in the nozzle experiments. The initial states of the expansion
were set such that the phase change was obtained in the tempera-
ture range of 263 K to 293 K, the range of interest in low tempe-
rature steam turbine application. As indicated, all property va-
lues of the H20/C2H 50H mixture over the whole range of mixture
composition are available in this temperature interval.

The p,T diagram of Fig.3 shows a comprehensive comparison of
our preliminary calibration experiments with pure water vapor in
the Ludwieg tube with our own shock tube results as well as with
those by other groups at higher pressures and temperatures. The
good agreement supports the assumption that the results obtained
from the Ludwieg tube for binary mixtures are quite accurate and
of good reproducibility.

P -"04 0° 0

N/M2 V

geneous nucleation of

pure water vapor

to O Wittig et al.1

00 0eGyarmathy and
14 Meyer1 6

0.5 
V Barschdorff

17

5 Barschdorff 18

0. Present study:

02 - Shock tube experi-

0 ments

0 Ludwieg tube ex-
periments

01
250 270 290 310 330

-" T/K

An interferogram of the supersonic flow with condensation
for a water/ethanol mixture is shown in Fig.4. Due to the sudden
heat addition the fringe shift is induced. Thus, the state at on-
set of condensation can be easily determined from the gasdynamic
relations of the nozzle flow. The particular characteristics of
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Onset ot Nucleation

Fig.4 Interferogram

Flow of the supersonic

5 flow field with bina-
ry nucleation taken

Direction with the high speed
camera at 1500 fra-
mes/s.

the differential interferometer image was taken into account in
the analysis of the interferograms.

In Fig.5 all experimental results - it is the state of nu-
cleation within the aja 2 plane - are plotted. Here aj,a 2 are the
activities of water and alcohol which are defined as the ratio of
the partial vapor pressure to the saturation pressure of the pure
fluids. The full lines represent the theoretical results at 15

-10 0C, 0 0C and 20 0C respectively for a nucleation rate of 10
or 1O 0 cm- 3s-1 . The last rate was derived from shock tube ex-

periments; for nozzle flow with considerably higher cooling
rates, rates up to 1015 are to be expected. In comparing Fig.5
and 6 of the experimentally determined onset of condenst '.:n -
these are the experiments in the cloud chamber, in the o.,pansion
tube and in the Ludwieg tube of this study - a shift of the cri-
tical activities to higher values with increasing cooling rdtes
is observed. The experimental values with pure alcohol vapor

0 Shock Tube Expeuimentsi

T=263 K. I 10 Scm s" 270K<T <291K

8 Ludieg Tub. Expefments
257 K <T <272 K

/ - ,I1O1' 0cW 3s'

LU 2

T=273K, I s10
10cm 

3
s_

1

T :293K

oL I 2 - ,I

Activity Water a1

Fig.5 Homogeneous binary nucleation of water/ethanol mixture

r -~I "
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M MIRABEL/KATZ,1977 T= 293.15K

" 1 S [ FLOOD,1934 T=272.8-280.4K
Fig.6 Compari-

son of theory
with earlier

-\ THEORY T=293.15K experiments

C 1=10-
* * 1473 1

00U-
01 2 34

Water Activity 01

x = 0) and with alcohol rich vapors demonstrate excellent agree-
ment with theory. Significant deviations to the theory are evi-
dent with water-rich mixtures - a tendency which has been obser-
ved in the original cloud chamber experiments of Flood in 193412
and in the newer study by Mirabel and Katz in 197713 with extre-
mely low cooling rates.

DISCUSSION
Deviations of experimental results with pure water from the

classical homogeneous nucleation theory have been frequently dis-
cussed (see for example1 4). Generally, it is assumed that the
main source for these deviations can be found in the use of the
bulk surface tension. It appears to be plausible that extremelyI small critical droplets - in the presept case one cluster con-
tains less than 100 molecules (r < 10 A) - will have a different
effective surface tension than the macroscopic value. In addition,
for water/alcohol mixtures the strong gradient of the macroscopic
surface tension Wa/ax for x - 0 will be of dominant influence for
the nucleation process as can be seen from Eqs.(3) and (4). The
behaviour of a versus x is illustrated in Fig.7 for some selected
temperatures. This strong gradient of the bulk surface tension is
explained by the enrichment of the alcohol on the liquid's sur-
face 15 . Such an enrichment over the surface area, however, is im-
possible for small critical clusters which contain a few alcohol
molecules (see Table 1) only in the concentration region under
consideration 13 . It seems that in water rich clusters the macro-
scopic surface tension as well as its first and second derivati-
ves with respect to the mole fraction of the second mixture com-
ponent is not relevant for the condensation process.

For a better understanding of the influence of the surface
tension which must be regarded as the main source of the devia-wtions we are planning to study selected alcohol/alcohol mixtures.P Here, a linear change of the macroscopic surface tension with re-

i spect to the mole fraction is generally found. Deviations, there-
fore, as observed with water/alcohol mixtures between theory and
experiments should not exist.
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Fig.7 Surface tension of the water/ethanol mixture

a1  a 2  x 1 n2  r AG* Z C/1

Wat. Alc. Z cm-3s-

0.1 2.73 0.975 1.8 71.8 11.8 37.4 1.54 0.01 17.3

0.2 2.64 0.949 3.9 72.7 11.9 38.1 1.51 0.02 34.5

0.4 2.49 0.891 8.8 72.0 11.9 38.8 1.44 0.04 68.4

0.6 2.33 0.823 15.0 69.8 11.9 39.1 1.34 0.08 100.2

0.8 2.16 0.742 23.1 66.3 11.8 39.4 1.21 0.12 127.3

1.0 1.96 0.639 34.4 60.9 11.7 39.5 1.02 0.18 143.2

1.2 1.73 0.503 51.3 51.9 11.4 39.4 0.76 0.23 132.9

1.4 1.42 0.355 71.7 39.4 11.1 39.0 0.49 0.20 87.9

1.6 1.06 0.257 84.1 29.1 10.7 38.5 0.33 0.14 52.3

1.8 0.72 0.200 88.8 22.2 10.3 38.1 0.24 0.11 34.2

2.0 0.45 0.164 89.5 17.5 10.0 37.8 0.19 0.09 24.6

2.4 0.15 0.119 86.4 11.7 9.5 37.3 0.13 0.07 16.0

2.8 0.04 0.092 81.2 8.3 9.1 37.0 0.09 0.05 12.0

Table 1: Quantities characterizing the saddle point for
I 1010 cm-3 s-1 at 273 K (theory)

' .m

- \
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O TNVESTIGATIONS OF HOMOGENEOUS NUCLEATION IN Fe, Si, Fe/Si,

FeO and SiO VAPORS AND THEIR SUBSEQUENT CONDENSATION

0John R. Stephens and S. H. Bauer

O Department of Chemistry

0Cornell University, Ithaca, New York 14853

\Critical pressures vs temperatures for aval-
lanche condensation of homogeneously nucleated Fe,
Si, Fe/Si, FeOx and SiOx vapors are reported. In
favorable cases (Fe, Si, Fe/Si), limits to the
homogeneous cluster formation rates were obtained.
Mixtures of 0.1 to 2.5% Fe(CO)5 and/or SiH 4 in
Ar, N20/Ar or Hj/N20/Ar were heated behind re-s tflected shocks Eo temperatures above the boiling
point of the condensed phase. Condensation which
occurred in the subsequent expansion fan was mon-
itored by light scattering and turbidity of the
sample.,e All the systems showed substantial su-
persaturation ratios relative to their equili-II
brium vapor pressures, ranging from a factor of
less than 10 for Fe to several orders of magni- I
tude for SiOx. The condensation temperatures and
pressures are in substantial disagreement with
those predicted by classical and Lothe-Pound
theories for the measured flux rates. The results
illustrate the difficulties in predicting the
condensation sequence of solids from terrestrial
or stellar atmospheres assuming thermodynamic
equilibrium.

INTRODUCTION

Homogeneous nucleation and cluster growth rates in supersat-
urated metal and metal oxide vapors, and characteristics of the
resultant condensates, are important for stratospheric chemistry
in which aerosols of meteoric origin can affect the stratospheric
ozone balance (ref. 1), in astrophysics, where homogeneously nu-
cleated dust affects the thermal balance in some stars (ref. 2),
and in some industrial processes such as the production of pure
silicon from SiH 4 (ref. 3). Although much effort has been devoted
to the study of homogeneous nucleation of organic (ref. 4,5) and
inorganic (ref. 6) supersaturated vapors, as well as binary sys-
tems (ref. 7) which condense under low supersaturation conditions,
relatively little work has been carried out on the nucleation of
refractory systems. In our laboratory critical pressures vs tem-
perature were determined for Bi, Pb, Fe, and Si (ref. 8,9);-the
enthalpy of condensation vs cluster size was determined for Fe
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clusters (ref. 10); and initial growth rates for these metals
studied (ref. 11). The results in these investigations were found
to be in disagreement with classical nucleation theory, and a
kinetic-molecular formalism has been proposed to describe the nu-
cleation kinetics of these highly supersaturated systems (ref. 12).

Reported here are critical pressures vs temperature for the
systems Fe, Si, Fe/Si, FeOx, and SiO , and cluster flux rates for
the metal vapors. Improvements in the experimental system allow-
ed simultaneous determination of critical pressures and cluster
fluxes in the expansion fan following reflected shocks. The bi-
metallic Fe/Si system was chosen for study as an example of binary
nucleation which exhibits significant nonideality in the bulk
liquid. The iron oxide and silicon oxide systems are quite dif-
ferent; iron oxide condensates are believed to be formed from the
major'gas phase species Fe(g) + 02 (ref. 13), while the silicon
oxide condensation requires the reaction SiO(g) + H20 - Si0 2 (l,s)
(ref. 13). The morphology and crystalline phases present in the
condensates were determined by electron microscopy.

EXPERIMENTAL

The shock tube technique used was similar to that employed in
refs. 8 and 9, with the improvements noted below. Mixtures of 0.1
to 2.5% Fe(CO)5 , SiH 4 with H2 and/or N20 in Ar were heated behind
reflected shocks in a 2" diameter brass shock tube. The onset of
rapid homogeneous nucleation and cluster growth which took place~in the subsequent expansion wave were determined by monitoring

the intensity of scattered light and turbidity of the sample. The
absolute scattered intensity was calibrated by introducing freon-A22 into the tube prior to each shock experiment.

The samples were prepared from triple distilled Fe(CO)5
and/or high purity SiH 4 , and ultra high purity H2 , diluted with

ultra high purity Ar. Concentrated samples were prepared (-2.5%
Fe(CO)5 or SiH 4 ) and sequentially diluted to the required concen-P tration. SiH 4 , Fe(CO)5 and N2O concentrations were confirmed by
quantitative infrared absorption analysis, with an accuracy of
approximately ±15%. Samples below 0.1% SiH 4 or Fe(CO)5 frequently I
showed loss by absorption of the metal precursors onto the shock

*tube walls, resulting in anomolously low condensation temperatures.
Samples were introduced into the driven section of the shock tube
at pressures ranging from 20 to 60 torr. Driver pressures at the
diaphragm pressure break points ranged from 85 to 135 psi. Hydro-
gen was used for the driver gas.

The incident shock speeds were measured using Kistler 601
pressure transducers, one adjacent to the observation windows, lo-
cated 88 mm from the end wall, with one transducer in the end wall.
The side wall pressure transducer was recessed 0.030" and its face
sealed with Dow Corning RTV, flush with the tube wall to reduce
temperature effects on the transducer. The side wall transducer
was calibrated quasi-statically and dynamically to 10KHz; these
calibrations agreed within 2%. Pressure readings behind incident I
and reflected Ar shocks using the above calibrations agreed to
within 10% of the pressure values calculated using the NASA Shock
Program (ref. 14). Temperatures behind the reflected shock varied
from 2400 to 45000K. High temperatures behind the reflected shock I
well in excess of the gas-liquid equilibrium temperatures were re-
quired to fully vaporize all transient clusters which were gener-
ated behind the incident shock.
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It is critical that the windows through which the Argon-ion
laser beam enters and leaves the shock tube be scatter free. The
window configuration used in this study is a significant improve-
ment over that used previously; it is illustrated in Fig. 1.

Window Schiwnotc
V Sm, (Orawn to Scoio}

Figure 1
S.fo., .- Schematic ofithe Shock

Tube Window Configuration

The semi-conical, anti-reflection coated quartz windows fitted
10 for calibration of the absolute scattering intensity, and re-

duced the sensitivity to tube oscillations to insignificant levels.
Improved linearity of the scattering signal was achieved by ampli-
fying the phototube current with an op-amp operating in the charge

Ato voltage mode. The incident laser beam was chopped at 30 kHz,'I | resulting in a time resolution of 30 microseconds in the scatter-
ing and absorption signals. Thermal emission from the shocked gas
resulted in a strong low frequency (1 kHz) scattering signal. The
scattering and emission signals were separated by passing the
scattering phototube output through a multiple pole Butterworth,i high-pass filter with a cut-off frequency (-3db) of 7 kHz. The
onset of significant scattering by clusters was clearly visible

in the filtered traces.

Samples of the condensates were collected on transmission
electron microscope (TEM) sample grids held in a plug inserted in
the shock tube wall several centimeters downstream from the win-

dow. Electron micrographs were taken with JEOL-100B and JEOL-
200X microscopes at magnifications of 100,000 times and selected

*area electron diffraction patterns were obtained to aid in identi-
fying the phases present in the condensates.

RESULTS

A summary of the samples investigated is presented in Table
1.

The critical pressures for avalanche condensation vs temper-
ature for the Fe, Si, Fe/Si, FeOx and SiOx systems are s-hown in
Figs. 2-6, wherein the metal or metal oxide partial pressures are
plotted, assuming the monoatomic metal or the monoxide is the
metal bearing species. Plots of log P vs T at avalanche conden-
sation, as opposed to the usual kn$_ (Sc = supersaturation ratio)
allows several related systems to be superposed so that their con-
densation relationships may be seen, and avoids compression along
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TABLE 1. Typical Initial and High Temperature (22000K) Compositions

System Initial (Mole %) Equilibrium (Mole %) at _220 01K

Fe Fe(CO)5  1 Fe(0.95); CO(4.8); Ar(94)

Ar 99

Si SiH4  1 Si+Si 2+Si 3(0.46) ;H 2 (1.9) ;Ar(97.5)

Ar 992 3

Fe/Si Fe(CO)5  0.5 Fe(0.43);Si(0.48);CO(2.4);H 2 (0.95);
1:1 SiH 4  0.5 Ar(96)

Ar 99

Fe/Si Fe(CO)5  0.25 Fe(0.24);Si(0.48);CO(l.2);H 2 (0.13);
1:2 SiH 4  0.50 Ar(96.3)

Ar 99.25

FeO x Fe(CO)5  0.70 Fe(0.61);FeO(0.05);CO(2.2);C02 (l.l);

0/Fe=l.8 N20 1.20 02 (0.35x10- );N2 (l.17);

______ Ar 98.1 0(3.lx10-4 );Ar(94.8)

FeO x Fe(CO)5  1.0 Fe(0.31);FeO(0.65);CO(0.33);

0/Fe=6.2 N20 6.23 C02 (4.4); 2 (0.40);N2 (5.9);
Ar 92.8 0(l.35x10-2);Ar(88)

sio SiH 4  0.87 SiO(0.86);Si0 2 (9.8x10-
4);H 20(0.33);

0/Si=1.42 N 20 1.21 0 2 (5.1x10-
6);H 2 (1.36);N 2 (1.2);

Ar 97.9 0(4.9xl10 5);H(5.3xl102);it ___OH(l.7x10-
3 ); At(96.2)

sio SiH 4 1.1 SiO(l.07);Si0 2 (2.2x10-
3 );H 20(0.62);I ' /Si=l.60 N 20 1.74 0 2 (2.18x10-

5);H2 (1.50);N 2 (1.70);
Ar 97.2 0(l.2x10-4 );H(6.7xlV-

2)

OH(3.9x10-3 ) ;Ar(95.0)

sio SiH 4 1.1 SiO(l.08);Si0 2 (7.2xl10
3 );H 20(2.26);

0/Si/H 2  N 20 3.44 0 2 (2.5x10- );0(4.3x10 - );H 2 (1.64);

3.1/1/1.63 H 2  1.81 H(7.2x10-2 );N 2 (3.36);OH(l.4x10-2);

Ar 93.6 Ar(91.6)

the P axis. The data points are plotted with representative error
bars shown as crosses; these include errors in measuring the ini-
tial shock speed, uncertainties introduced in calculating the tem-
perature behind the reflected shocks assuming frozen or equili-
brium chemistry for the incident and reflected shocks, and non-
linearities in the pressure transducers and oscilloscopes. The
ratios of temperatures post reflected shock to the points of con-
densation were determined from the ratio of pressures at the con-
densation point and immediately behind the reflected shocks. Tem-p perature dependent y's were used. This dependence was most signi-
ficant for the Si0,x and Fe0x systems. Lower limits for the clus-
ter fluxes for selected shocks are shown in the graphs for the Fe,
Si, and Fe/Si systems. Predictions of classical nucleation theory,
with flux as a parameter, are plotted together with the experi-
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mental data. The assumptions used in the classical calculations
are discussed for each system below.

Figure 2 shows the critical condensation pressures for Fe vs
T superposed on the Fe equilibrium solid-liquid-gas phase
diagram. The present data indicated by the crosses confirm the
results reported previously (ref. 8). The condensation pressure

Fe Nucleation

"lli Figure 2
... Critical (log) pressures vs

temperatures for Fe and Fe/Si
condensation and predictions of

+ ;Fe classical and Lothe-Pound
F.SI 1:2 theories. Previous results (ref.

' -~ *8) are shown. The three FeL * FeP081 points on the lower right are

F* believed to be anamolous due to
4 S - Fe ICIl oxygen contamination.

Fe (Letig-Peuud!

1800 2000 2400 2800

TEMP. W

is typically 10-100 times the equilibrium vapor pressure at a
given temperature. Also shown are the classical and Lothe-Pound
theoretical predictions based on bulk properties given in ref. 8.
Iron condenses at high temperatures and lower pressures at a given
flux than estimated from the classical theory. The critical con-densation pressures obtained for the Fe/Si system (1:1 Fe/Si and

1:2 Fe/Si) are also shown in Fig. 3. The sum of Fe and Si metal
pressures were plotted vs T. Lower limits to the fluxes, and
predictions based on binary classical nucleation theory were in-
cluded, taking into account the reduced activity of Fe and Si in

FeSi Nucleation
30

20- Figure 3

Critical (log) pressures vs
.,,,"-,.,.,, temperatures for Fe/Si condensa-

10 -l" tion, and predictions of binary
classical nucleation theory.

.j,~. ,,,,,O ,, Points with arrows are upper
00o. limits because of possible loss

of precursors to the shock tube
* FeSi vi walls.

to L FeSill

S FeS (ciasican
20

1600 2000 2400 2800

TEMP K

the binary melt (ref. 15).

The optical properties of Fe/Si melts were estimated from
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the d.c. resistance of FeSi 2 solid above the semiconductor-metal
transition temperature at _1210"K, using the Drude free electron
theory, assuming the optical constants at the laser wavelength
were similar to these at the zero frequency limit (ref. 16,17).
The 1:1 and 1:2 Fe/Si systems exhibit the same condensation pres-
sures vs temperature. Both systems condense at slightly
higher temperatures than pure Fe metal, reflecting the lowered
activity in the liquid phase. Electron micrographs of typical
condensates are shown in Fig. 7.

Figure 4 is a plot of log P vs T for Si, superposed on the
Si equilibrium P-T phase diagram. Also shown is the best fit of
Si condensation pressures previously reported (ref. 9), and lower
limit to cluster fluxes estimated by Tabayashi and Bauer for in-
cident shocks. We believe in ref. 9 the reflected shock tempera-
tures were not sufficiently high to vaporize the clusters formed

SI Nucleation
20

I Figure 4
10. J " 4 

Id, Critical (log) pressures vs
temperatures for Si and Fe/Si

. and predictions of classical
0. •nucleation theory for Si nucle-

", ± =S 1:1 ation. Previous results (ref.
,0- FeSi 1:1 9) are shown. Points with

"ll" 0FeSi 1:2 arrows indicate upper limits
L because of possible loss of

3-.0 L S [aical] SiH 4  to the shock tube 
walls.

4.0-L
1300 1600 2000 2400

TEMP. KT

in the incident shock, resulting in inhomogeneous condensation.
The low temperature portion of the previous data was not confirm-
ed in this study due to loss of SiH from 0.1% SiH samples to
the shock tube walls. This led to low infrared band intensities
and anamolously low condensation temperatures. The lower limits
to Si flux determined in reflected shocks in this study are simi-
lar to those measured in ref. 9 using incident shocks. The Fe/Si
system also shown condenses at nearly the same temperature as the
pure Si system, with somewhat higher condensation temperatures at
high pressures.

*Figure 5 shows condensation pressures vs temperature for the
FeOx system. The pressures assume the major gaseous component is
Fe; this is based on vaporization studies of iron oxide melts
(ref. 13). Vapor pressures were calculated from the pressure of
Fe over FeO £ (ref. 18). Two series of shocks were carried out
with N20/FeCO)5 ratios of 1.75 and 6.23. The oxygen-rich system
condensed at slightly higher temperatures than the oxygen poor
system. The crystalline phases identified in the condensates were
FeO with yFe203 and/or Fe3O 4 for the oxygen-rich system, withyFe203 and/or Fe304 occuring in the oxygen-poor condensates. Many

euhedral grains were seen in the condensates (Fig. 7). Clusterformation rates were not calculated due to uncertainties in the

.optical properties of the initial FeO x clusters formed.



Homogeneous Nucleaton [6971

3.o Fe_. Nucleatlon

Iz i  .bFigure 5

Critical (log) pressures vs
1.o. temperatures for FeO x conTensa-

. tion, at two different O/Fe
ratios. The critical pressures

0.0- +- Fe[ vs temperature for metallic iron
U are also shown.

Fe[& F ]

L Critical PrumIII-fI

1800 2200 2600 w000

TEMP gK

Condensation pressures vs temperature for SiH4/N20 and
SiH 4/N 20/H2 systems are plotted in Fig. 6 for three different O/Si
ratios, The "silicon pressure" is predominantly SiO(gq (ref. 13).
SiO pressures vs T were calculated from JANAF data (ref. 18).

-- I The major oxygen bearing gas phase species in these systems are
SiO and H20. Hydrogen was added to the oxygen-rich system to en-
sure formation of H20 rather than allow free oxygen at high tem-
peratures. The three ratios of O/Si used were 1.43, 1.58, and
3.10. Cluster fluxes were not calculated due to uncertainties in
the optical properties of the initial clusters formed. The scat-
ter and error bars in these data are significantly larger than the

30 SIX NucleationS-,.,T Figure 6

T Critical (log) pressures
_T condensaiour attre6Svs temperatures for SiO

.0 - condensation at three OSi

1. 0- * . [ ratios. Predictions of
.simple classical nucleation

*:Sl,[t t] theory are shown. The

atr assumptions used in calcu-
-- e=s8[0. WY1 lating the theoretical pre-

... L .dictions are discussed in
G ---- S..o , the text.

12 0 200 2800 44o

TEMP. "'KI

* other systems, due to the large pressure ratios required for con-
densation, and large differences between the frozen and equili-

*" brium shock conditions, for the concentrated samples used. De-
spite these uncertainties, the silicon oxide shows much greater
temperature dependence than the other systems. An increase in the
condensation temperature with oxygen content at a given (SiO)

* pressure is indicated. For the classical theory estimates, we
*. assumed that rapid reaction of SiO(g) and H20 forms SiO2 (k) the

most stable condensed phase, on the cluster surface. For reason-
able cluster flux limits, similar to the other systems studied
1013-1015 (cm- 3 sec-1 ), condensation takes place at pressures
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three orders of magnitude greater than predicted. The slope of
the critical pressure vs temperature curve, however, is correctly
predicted. Electron micrographs of the SiO x condensates (Fig. 7)
show the condensates to consist of spherical grains. The low
oxygen condensates show an amorphous (presumably SiO 2 ) phase plus
Si metal. The high oxygen condensates contain only an amorphous
(Si02) phase.

Figure 7. Electron Micrographs of the Condensates

t '

FeSi (1:1) 100 nm FeOx (O/Fe 2) 100 nm SiOx (O/Si23) 100 nm

CONCLUSIONS

The above data clearly show that the classical nucleation
theory is inadequate for describing the nucleation of refractory
species which exhibit high supersaturation ratios prior to con-
densation. These results are in accord with recent condensation I
studies of several low temperature systems, for example propanol
and water, in which the experimental results are similar to the
classical theory under low flux conditions (-I cluster/cm 3 sec)
but show systematic deviations from the classical predictions,
under higher flux conditions 106-9 (clusters/cm3sec) (ref. 19).
The deviations are both in high and low temperature directions. II,
systems exhibiting high levels of supersaturation, or under high
flux conditions, a more realistic kinetic-molecular formalism such
as outlined by Bauer and Frurip (ref. 12) is needed to correctly
address nucleation phenomena.

The three binary systems Fe/Si, SiOx, and FeOx show varying
degrees of complexity, and illustrate features which should be in-
corporated in any comprehensive theory. The binary system Fe/Si
is the simplest of the three. No change in speciation is required
for the gas to liquid transition since Fe and Si exhibit complete
miscibility (ref. 15). However, the nonideality of the binary
liquid is manifest in slightly higher condensation temperatures
than for the pure phases. The implication is that binary clusters
are more stable than pure clusters (he - release on mixing). A
higher enthalpy of vaporization leads u a smaller critical size
nucleus; i.e. such binary systems condense earlier. The oxides
require simultaneous reaction and nucleation for the condensation
to occur. For the classical nucleation calculation we assumed
fast reaction on the cluster surfaces of the major gas phase spe-
cies to form the condensed phase. This assumption implies that
the condensation should be independent of the composition of the
gaseous species present in excess. Perhaps for both systems, and
particularly for FeOx , the condensation temperature shows an ex-
plicit oxygen dependence, indicating that the rate of surface
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reactions, or at least the formation of the stable condensed ox-
ide, is not faster than the diffusion rate of gas phase species to
the clusters. Species specific-real time spectroscopy techniques
to probe the reacting, condensing system will help to elucidate
the mechanism of such cluster formation.

The above experiments have implications for modeling the con-
densation of dust in astronomical environments. Much of the lit-
erature in this field has been devoted to calculating equilibrium
condensation temperatures of refractory phases, such as Fe/Mg sil-
icates and iron (Review, ref. 20). The present data indicate that
even under well characterized laboratory conditions, equilibrium
calculations clearly do not represent actual condensation behavior
of the system; for example, in SiO 2 , supersaturations of three
orders of magnitude were found. Classical nucleation calculations
are also inadequate to correctly describe astronomical condensa-
tion processes. Only systematic, controlled nucleation experi-
ments using species-specific real time probes, coupled with a ki-
netic -molecular nucleation theory, will allow meaningful data to
be obtained which can applied to astronomical condensation.
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CONDENSATION KINETICS OF IRON AND SILICON IN THE VAPOR PHASE
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Atomic vapors of iron or silicon were generated by
shock heating the compounds Fe(CO) 5 or SiH 4 in the incident
shock wave of a 12.7 cm diameter shock tube. The initial
concentrations of the compounds in argon in the driven sec-
tion of the tube (driver gas He) were sufficiently low that
ideal shock tube operation and an isothermal condensation
reaction can be assumed. Varying shock wave temperature
and initial compound concentration we produced supersatura-

ted states between incident and reflected shock wave. The
I , atomic vapors condensed to form small clusters of the two

elements. The rate of formation of these "droplets" was
detected using atomic and molecular spectroscopy and light
scattering respectively. Because the surface tension

looses its proper meaning for particles of atomic dimen-

sions, classical nucleation theory cannot be used for com- I
parison with the experiments. Therefore, itaot-rl-
describthe- condensation on the basis of a new hypothesis
omitting the use of the surface tension.- Rate constants
for condensation could be derived from this simple model in-
volving collision theory and using a constant number density
of growing particles. ,. - - -

Introduction

The so-called classical nucleation theory was developed by Volmer and
7'"Weber [1], Becker and Doering [2], Zeldovich [3], Frenkel [41 and others.

These authors use a thermodynamic and kinetic model to derive a theoretical
steady-state nucleation rate for the "critical" nuclei. These particles are
produced in the supersaturated system and they are assumed to be in a metasta-
ble equilibri m with the supersaturated vapor before condensation occurs. The
classical work involves two fundamental approximations which do not hold for
condensation studies in shock tubes of the type discussed here.

i) It is assumed that the condensing systems contains a constant number of
monomers during the reaction time with the nuclei removed from the system
upon reaching the critical size. The mass of the removed nuclei is re-
plenished by an equal mass of monomer. These arguments are valid in open
systems like experiments in supersonic nozzles, see Wegener [5], but not

L * Now at Department of Engineering and Applied Science, Yale University,
New Haven, CT, USA.
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necessarily in closed systems like Wilson cloud chambers and shock tubes.
ii) The classical theory uses the macroscopic surface tension for the calcu-

lation of the reversible work of formation of a droplet in the supersatu-
rated vapor.

According to Gibbs, the use of the surface tension is artificial when a bulk
liquid cannot be assumed. In other words, vapor pressure and surface tension
for atoms or dimers cannot be defined by bulk approaches in situations as dis-
cussed in this paper. Here condensation is a phenomenon which must be des-
cribed without the use of such assumptions by invoking the methods of chemical
kinetics.

Figure I schematically shows the experimental arrangement. The He-driven
high-temperature shock tube has a uniform diameter of 12.7 cm, a diameter
large enough to avoid wall reactions. The length of the driver and driven
sections is 3.6 m and 5.4 m respectively. Shock speed is measured by using
three platinum resistance gauges and recorded by : digital counter and the
marker channel of a transient recorder (Maurer). The first two gauge signals
are used for triggering the digital counter and an oscilloscope, while the
third signal from the incident shock wave triggers the two-channel tranb'ent
recorder, which is operated in a pre-trigger mode recording the pre-history of
the measurement. Attenuation of the incident shock wave speed is less than
1% per m in all experiments. The gases used (He and Ar) were of 99.9997%
purity to avoid reactions with nitrogen or oxygen. SiH4 is used as a doped
gas at 2% by vol. in pure argon. This gas is mixed with the flowing carrier
gas for homogeneous distribution in the driven section to final concentrations
of less than 1% by vol. in the carrier gas.

The Fe(CO) 5 is introduced into the test section by saturating an argon by-
pass with the compound, and mixing again as in the case of SiH 4 described
above, to final concentrations of about 1%. A Xenon-high-piessure arc (XBO
450-1) with high-stabilized power supply is used as light source for absorp-
tion and turbidity measurements.

The Iron Condensation Results

The incident shock-wave temperatures of these experiments were about
1000 K < T < 1700 K at initial Fe-atomic concentret4 ons 2 to 4×i014 cm-3 . The
supersaturations, x = p/p_, where p is the initial Fe partial pressure and p.
is the saturation pressure of the bulk iron phases at these temperatures wereIabout 2.2 < inx < 20.2. Figure 2 shows a typical analog signal of the tran-
sient recorder. The top trace shows transient absorption of the Fe I reso-
nance line at A = 385.991 nm wavelength. The signal is obtained using the
method of integral absorption spectroscopy described by Naumann and Michel [6]
for alkaline-earth atoms and by Steinwandel et al. [7] for transition metal I
atoms. In close approximation, the slit function of both monochromators are
triangular. The bandwidth of the monochromator (Zeiss M4 GII) was set to 0.2
nm for the Fe I measurements. The photomultiplier received signals of integral
absorption 20% < A < 50%. The M4 GII was operated at maximum dispersion of
the prisms.

The atomic density rises immediately with the arrival of the incident
shock, because the Fe(CO)5 decomposes completely in the front of the shock
wave. It is important to noticefrom the fast disappearance of the Fe I absorp-
tion signal that the condensation reaction starts at once without delay. The
low plateau shows stray extinction of condensate particles which evaporate
completely in the front of the reflected shock wave. The bottom trace taken
at X - 389.00 nm outside the collision-broadened Fe-spectral line shows no
significant signal. Therefore, we can assume that our interpretation of the
Fe-I-resonance signal is correct and no significant impurities are present.
The rectangular marks are the signals from the platinum gauges. Table 1 shows I
experimental results at various temoeratures (supersaturation) and initial
concentrations no of iron atoms with various condensation half-value times S
Ti/2" 0

2., All decay curves of the atomic absorption are of the same hypobolic type .Af4
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shown in the transient. No indication of anything like a delay in the time to
establish nucleation is seen. The condensation is likely to be a collision-
controlled phenomenon and many small particles with a diameter < I nm are pro-
duced. Figure 3 shows some detected condensation half life times versus the
degree of supersaturation.

The Silicon-condensation Results

In order to clarify condensation kinetics by new experimental methods we
did silicon condensation experiments in the temperature range 2000 K < T <
3000 K at supersaturations which were produced by thermal decomposition of
SiH 4 behind the incident shock wave. In these experiments we could not detect
any absorption of the 251, 61 nm Si I-resonance line. In this case the decom-
position of SiH 4 is the rate determining process and the mechanism of decom-
position will be presented in a subsequent paper. We were able to detect the
Si2 molecule by time-resolved absorption spectroscopy during the condensation
using the X-H-band system of the molecule (Herzberg [8]). The dimer is pre-

nt immediately behind the incident shock wave.
To obtain further information, condensation of stray-extinction at two

different wavelengths was detected and a typical experiment is shown in Fig. 4.
As in the case of iron, the condensation starts immediately without any delay.
But condensation as well as the evaporation in the reflected wave are much
slower compared to the iron experiments. In the case of silicon the number
density of the droplets and the number of atoms in the cluster are larger com-
pared to iron. These conclusions are partly based on a new kinetic descrip-
tion of the condensation.

Kinetics of Particle Growth

Condensation is a multistep reaction which can be described by the follow-
ing reaction scheme starting from the monomers,

M + M+A k 2 M + A
2

M + M 3 2+A
! k2!

k3 ,

M2 + M + A M 3 + A

k;

k .

Mii+ M +A =Mi +A

ki'

Using the classical description of homogeneous nucleation, a critical cluster
equilibrium has to be assumed in the reaction scheme. But as denoted, we have
not been able to find a steady of nucleation and therefore, we further assume
multistep oligomerisation.

A first general approach using a hierarchy of kinetic differential equa-
tions starting with small oligomers is far too underdetermined to be soluble.
Under the assumptions of a constant number density of particles that are able
to grow and using the relation between number of atoms in the cluster and
cluster radius - the clusters are assumed to be spherical - the following final
formula can be derived
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1 i (R-a) (a 2 +ar+r2 ) 1 (a 2r+a 2R+at - n+ - tn- atn-I , Cl)

a2 n rV (r-a)(a 2+aR+R 2) /3 a 3/ a7j_

where R is the average instantaneous radius of the growing particle, v the
relative gas velocity of the particles; r is the radius of one particle at
time zero and t the condensation time; a, the parameter of growth kinetics is
defined by

n
a3 = r13  0 (2)

where n means the initial monomer density and n the growing particle density.

Figure 5 shows a calculation of the function R(t) and it can be seen that
after a certain time condensation ceases. The number density and the cluster
radii determine the scattering of light and we used the general Mie-theory for
calculating turbidity coefficients aext [9].

The stray-extinction measurements at two different wavelengths allow the
determination of the radii. Good consistenc of our theoretical model with
the experiments is achieved by identifying the disposable parameter n of grow-
ing particles with that of siZlicon dimers from the dimerisation equilibrium

2 Si ' Si 2, (3)

by extrapolating the JANAF-values [10], the final cluster radii in the experi-
ment shown in Figure 4 was determined to be < I nm. The iron experiments also
agree with the assumptions described above assuming iron dimers as growing
particles.

Finally, concerning the classical theory of homogeneous nucleation, we
believe that it's application in the case of silicon and iron condensation is
invalid.
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T [K] nFe [cC 3 ] ln(p/p.) ~ 1/2 [p~sec]

980 2.1-1014 20.2 16.2

1075 4.5.-1014 18.8 24.4

1190 4.9.1014 13.8 32.4

1220 3.8.1014 12.6 40.4

1380 2.7.1014 8.4 45.4

1500 2.4-1014 5.7 80.8

1605 2.7.-1014 3.3 96.0

Table 1: Some iron-condensation experiments.

Shock - Tube

Tekitronix 555 Tran Wentl-Recorde
Dual-Seamn

Recorder U Recorder I

Figure 1: Schematic diagram of the experimental arrangement.
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PManochromator Zeiss M4. GE

Fe -Retsonanzabsorption 3859.9 IA

Monochromator Zeiss MM 12A ' Figre 2:3fl.OA

Figue 2 Anlogsignal of the transient recorder.'I ~ Iron-condensation (Fe-atomic line

spectroscopy 385.991 rim).

40

Figure 3: Detected iron-condensation times vs. degree of supersaturation.
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254 nm

Figure 4: Analog signal of the transient recorder. Silicon condensation
experiment. Turbidity measurements of the growing clusters.

1. 0 0

1. 010'

Figure 5: Cluster Radius R as a function of observation time. Calcula-4 ~ tionsB on the basis of the condensation model.



SHOCK-TUBE SIMULATION EXPERIMENT OF SUPERSONIC CONDENSATION FLOW

ACCOMPANYING A SHOCK WAVE

HAKURO OGUCHI, KATSUSHI FUNABIKI

AND TORU ITO*

The Institute of Space and Astronautical Science
Komaba, Meguro-ku, Tokyo, Japan

Recently, the senior author (H.O.) presented an
analysis, based upon the kinetic theory for one-
dimensional strong condensation proble, in which0 condensation rate is so large that the normal flow
velocity directed onto an interface ainsO supersonic. According to the results, astationary
shock may appear far ahead of the condensing
interphase. The existence of similar shock can

Aalso be predicted by simple wave theory, if shock
wave is considered to reflect on the wall allowed
to suck fluid. Such a wall may therefore simulate
condensing interphase. From this point of view,
we conducted simulation experiment of supersonic
condensation flow accompanying a shock wave, by
means of a shock tube. The shock tube driven by
fast-acting valve enables us to take a series ofshadowgraphs at any moments desired. The reflected

shock speed slows down for greater amount of
suction or for smaller contraction of end wall,
and eventually becomes stationary at rest. This
critical condition of stationary reflected shock
is found to be well predicted by the simple wave
theory. In much increase of suction, the shock is
swallowed into the end wall. hese processes are
also similar to wave propagjt on processes in a
supersonic nozzle with varying contraction of the
diffuser.

INTRODUCTION

In the past decade, the condensation problem has been analysed
from the kinetic point of view. The strong condensation problem
was first analysed by Kogan et al. (ref.l) based upon the kinetic
model and thereafter by Hatakeyama et al. (ref.2) based upon the
moment method. These analyses, however, retained only the cases
when the flow directed onto the condensing interface is subsonic.
Recently, the senior author (H.O.) and Hatakeyama extended the 4
non-linear analysis to the cases of much stronger condensation,

*present address: Kawasaki Heavy Industry Ltd., Gifu-C., Japan.
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when the flow directed onto the interphase attains supersonic
beyond the sonic (ref.3) According to their results, there
appears a stationary shock wave ahead of the interface , so that
the large condensation rate is fed by the pressure rise behind
the shock wave. For simplicity, the analysis has been carried
out for the one-dimensional geometry; that is, an infinitely
plane interface is considered.

This similar flow situation may be seen in the reflection
process of the incident shock from the wall allowed to suck the
fluid. In fact, as shown later on, the simple wave theory also
suggests the existence of the reflected shock wave stationary
relatively to the wall, if adequate amount of fluid is sucked at
the end wall. In the shock tube research, there were many
investigations on the interaction problem of the shock wave with
the porous wall, grid and wire mesh, which allow the fluid suction
or passage. The interaction mechanism was studied from the various
view points; for example, one may cite the references 4 - 8. If
our attention is focused on the behavior of the reflected shock,
the greater incident shock Mach numbers are likely to slow down
the propagation speed of the reflected wave (ref.6) and also the
greater amount of fluid passage or suction to do so (ref.8). In
the continuum version of the problem, the wall allowed to suck
the fluid may simulate a condensation interface , so far as the
wave propagation induced by the condensation is concerned.
Apparently, there is difference in flow structure near the inter-
face from that near the wall. From the point of view mentioned
above, we conducted a simulation experiment of one-dimensional
supersonic condensation problem, focusing our attention to the
shock wave propagation. In this experiment, the shock tube
driven by a fast-acting valve was employed in some improvement of4the previous one (ref.9).

j EXPERIMENTAL APPARATUS: SHOCK TUBE

In Figure 1 is shown the schematic diagram of the shock tube
used in the present experiment. The shock tube is driven by
actuating a free piston MP through an auxiliary valve AP, in place
of a conventional diaphragm breaking. The auxiliary valve is also
operated by actuating a small free piston. The driver section of
the tube is about 5 liters in capacity and its maximum tolerable
pressure is about 30 kg/cm. The driven tube made of stainless
steel is a circular tube of about 5 m long and 50 mm in dia. and
the test section with a rectangular cross section 50 x 50 mm is
equipped. The test section is connected through a reservoir to the
vacuum system. In order to change smoothly the cross section from
circular to rectangular, a distant section is inserted in between.

The operation and performance of this type of shock tube have
already been reported in some detail (ref.9). Wenote here that
the previous driven mechanism (ref.8) has been improved so as to
be able to simultaneously supply gases into the driver section as
well as the auxiliary piston section from a common high pressure
storage. This modification results in further feasibility for the
operation. As can be seen from the figure, a free piston MP is
contrived to quickly move back and forth responding the movement
of an auxiliary free piston, which can be followed by on-off
switching of small magnetic valve, equipped outside of the driver
section. Namely, if the valve Vl is opened with closed V2, the gas
is supplied into the driver section and then both main and auxiliary
piston shunt to stop the flow from the driver section into the
driven tube and also the flow from the main piston cylinder to the
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atmosphere. Then, the pressure in the driver section is raised up
to a pressure desired. If the other magnetic valve V2 is opened,
the gas behind the auxiliary piston is released into the atmosphere.
With the auxiliary piston moved back, the gas behind the main
piston is also released through the drain tube into the atmosphere.
Consequently, the operation can be made simply by a snap action.
Both operational feasibility and reproducibility of this type of
shock tube are quite satisfactory, as previously reported in ref.9.

STORAGE / AUXILIARY PISTON AP VACUUM SYSTEMMAIN PISTON MP

VV2 7

Z-DRIVEN SECTION £POROUS OBSTACLE

DRAIN LTEST SECTION

Figure 1. Schematic of the shock tube.

I THEORETICAL ASPECT OF THE PROBLEM

So far the surface condensation problem has been analysed
from the kinetic approach by many investigators. For simplicity,
to clarify the characteristic natuie pertinent to the flow induced
by surface condensation we consider a steady, one-dimensional flow

of the vapor condensing on an infinit_ ly plane interphase. In the
initial stage of the analytical study, the cases when the conden-
sation rate is small were analysed on alinearized version. In the
cases of weak condensation, the condensation rate increases with
difference of the ambient pressure at infinity from the surface
pressure. The velocity of the induced flow directed onto the
interphase increases with condensation rate. Consequently, the
induced flow velocity also increases with pressure difference.
This is likely to be valid unless the normal velocity at infinity
attains sonic speed. By the non-linear analysis based on the
moment method (ref.3), it is found that in increasing the conden-

*. sation rate the normal velocity eventually attains supersonic
beyond the sonic. On the contrary to the subsonic cases, in the
supersonic cases the difference of the ambient pressure from the
surface decreases with condensation rate. Such large condensation
rate, however, is fed by the pressure rise behind the shock wave
which necessarily appears in the field ahead of the kinetic region
adjacent to the interphase. The kinetic analysis clarifies the
detail of the flow structure including the shock wave as well as
the kinetic layer.
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In the present paper, we concerns with a shock-tube simulation
of the continuum version of one-dimensional condensation flow
accompanying a shock wave. Suppose that a condensing plane inter-
face is inserted normal to the wall in a shock tube. In the
condensable vapor within the shock tube, the incident shock
propagates toward the interface and reflects back from the inter-
face. For greater condensation rate, the reflected shock slows
down in propagation. If we identify the major effect of conden-
sation on the flow with that due to the suction of the flow at the
boundary, the condensing interface may be taken in place by the
porous boundary which is enabled to suck the flow. If so, the flow
concerned is schematically illustrated as shown in Figure 2; that
is, the interface is replaced by a plate with an orifice. If the
flow at the orifice is assumed sonic, the quasi one-dimensional
analysis leads the relation of the reflected shock Mach number
Mr = ur/a2 to the contraction ratio A*/A , for fixed flow Mach number
M2 =u /a and specific heats ratio y. As for the symbols, u is
the flow or shock velocity relative to the wall, a the sonic speed,
M the Mach number referred to a2 , A and A* the cross section of the
shock tube and orifice, respectively, and the subscript 2 refers to
quantities pertinent to the flow behind the incident shock. Using
the shock and isentropic flow relations, we obtain after some
manipulation

_A* = (M2F) (Y+l)/ 2 (Y-I)GI/(Y-1)[ (Y-l)M 2 + 2
A 2M{(Y-1)M 2 

- (y+l)MM r

where
= (1 (Y-I)M2+2 Mr Mr 2 + 2{2yM 22(y-I)){(Y-)M2+2}

F ~ 1+-)- + 3 2y2-yl){2-y Y~l 2 2 M2  (y+l) 32(y+l) M(l M M 2

! ' G 2 Yl +I2

[(y-l)M2+29 [2yM -(y-l)]

and M is the flow Mach number relative to the reflected shock;
that is,

U.- U "- U 2

a* a a2

A* A

Figure 2. Reflection of the shock wave from an orifice plate.
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M = (u 2 +u r )/a 2 =M 2 + Mr

For given M2 and A*/A for a specific gas, Eq. (1) yields the
reflected shock Mach number Mr. From the definition, when Mr =0,
the reflected shock is stationary relatively to the wall. For
that case, M = M2 and thus A*/A reduces to a function of M only;
that is, Eq. (1) reduces to

A* = [ ( Y+ I ) m 21- (y[(y-l)M 2+2]1 2 [2yM 2 - (Y -1)

(2)

This relation is the one previously derived by Lukasiewicz (ref.
10) for the supersonic diffuser problem. The contraction ratio
A*/A given by Eq. (2) is the maximum diffuser contraction permiss-
ible for a supersonic nozzle of Mach number M. This situation of
the flow corresponds to that of a supersonic condensation flow
accompanying a stationary shock wave ahead of the condensing
interface. The results of quasi one-dimensional analysis above
derived will be compared with the experiment later on.

I EXPERIMENTAL RESULTS AND DISCUSSION

The measurements mainly consist of taking a flash shadowgraph
and recording the incident shock speed by means of a couple of
pressure transducers mounted flush with the tube wall. As previous-
ly noted, the shock tube in this experiment has an excellent
reproducibility of the shock Mach number from run to run, so that
the flash shadowgraph was able to take at any moment desired.
According to this characteristics, the reflected shock speed was
able to measure from a series of flash shadowgraphs under a fixed
incident shock speed. Itis noted that the reflected shock speed
could not precisely be measured from the records of the pressure
gauges mounted at the wall, because the foot of the reflected
shock wave is disturbed due to the interaction with the wall
boundary layer induced by the incident shock.

In Figure 3 are presented the data obtained by the measure-
ments mentioned above, for the cases of comparatively larger
contraction, say A*/A = 0.18, 0.31, 0.57. The incident shock Mach
number Ms is about 3.0 and the test gas is nitrogen. In this
figure, x is measured toward upstream from the end wall and tr the
time from the instant when the incident shock has just arrived at

* the end wall. As can be seen from the figure, the speeds of the
reflected shock wave are nearly constant during propagation toward
upstream for a fixed contraction. Also a typical example of
shadowgraph is shown in Figure 4.

In this experiment, our attention is focused on the cases of
much smaller contraction; for example, A*/A = 0.85 and 0.93.
For such smaller contractions, the geometries of the contraction
were chosen from a view point of structural tolerance. The
schematic of the contractions are shown in Figure 5. The similar
experiments were conducted for these contractions. As anexample,
for A*/A = 0.93, a series of shadowgraphs are shown inFigure 6for
Ms=3.0 and 3.7. Itis worthwhile noting that the reflected shock
is nearly plane except the foot near the wall, despite the two
dimensional geometry of the contraction. Furthermore, it can be
seen that the reflected shock speed very much slows down and,
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0.2-

tr(ms)0
* 0

00

0

0 - 0 00 Figure 3. Propagation of

reflected shock wave.

.0 0 A*/A = 0.18

0 A*/A = 0.31

0 Lo* 
A*/A = 0.57

A 0 50 X (mm) 100

r 12 p.s tr 52 vst 142 Vis

Figure 4. A series of shadowgraphs.

Figure 5. Various geometries of contraction.
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Ms = 3.0 tr 85 ps tr 186 ps tr 386 us

Ms  3. 7 tr= 207 us tr 307 p s tr 357 ps

Figure 6. Reflection of the shock wave for A*/A 0.93, N2 '

tr =312 js tr 41 2 ls tr= 512 us

Figure 7 Stationary reflected shock wave for Ms = 3.9,

A*/A = 0.93, N2.

especially, for the case of Ms 3.9 the reflected shock may be
regarded as nearly stationary relatively to the wall(see Figure 7).
This situation resembles that of the supersonic condensation flow
accompanying a stationary shock wave ahead of the interphase,
upon which all the mass of incoming flow is condensed. The
situation can also be regarded as that of the supersonic nozzle

f flow ahead of the maximum contraction diffuser.
To examine how the geometry of contraction does affect on

the propagation ana formation of the reflected shock, two other
geometries of A*/A = 0.93 were tested. From comparison with these,
it can be seen that the difference in geometry provides no appre-
ciable difference in the propagation speed of the reflected shock
wave, while there appears somewhat difference in the time needed
to establish a plane reflected shock.-

All of the data shown above are pertinent to the case of
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N 2 as the test gas. The similar experiment has also been conduct-
ed for the case of CO2 as the test gas. The Mach number of
reflected shock is plotted against the incident shock Mach
numbers in Figures 8 and 9, respectively, for N2 and CO2. In
these figures, the full lines indicate the results from Eq.(l),
which is derived from quasi one-dimensional analysis. The agree-
ment of the experiment is remarkable. From this fact the assump-
tion of quasi one-dimensionality is likely to be assured in
application to the present shock tube problem.

Finally, we note from the shadowgraphs for the case of much
smaller contraction A*/A = 0.95 that in either case of N2 and CO2
the shock propagating toward upstream disappears as if the shock
is swallowed toward the contraction, in other words, the super-
sonic flow starts throughout the tube ahead of the contraction.
From this fact it can be said that the shock wave disappears for
the contraction below the critical, for which only the stationary
shock wave can exist. In simulation to the condensation problem,
we may conclude that the shock wave disappears even in supersonic
condensation for the stronger condensation rate beyond the criti-
cal, for which the stationary shock wave can exist ahead of the
interface.

1"0 % , N2

Mr Figure 8.
Mr versus Ms for

A T= various A*/A; full
lines from simple
wave theory Eq.(l)
for N2.

0 2 3 4
Ms

Mr 
A /A =0

Figure 9.
Mr versus Ms for
various A*/A; full

A \lines from simple
wave theory Eq.(1)
for CO 2.

0 1 2 MS
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The liquefaction shock wave, a compression shock0 which converts vapour into liquid, has been
experimentally produced as the reflected shock at
the closed end of a shock tube in test fluids
with many molecular degrees of freedom. Measure-
ments of pressure, temperature, index of refract-
ion and shock velocity confirm the existence of
the shock and its general conformity to classical
Rankine-Hugoniot conditions#[t-1t5.

Normal and stereoscopic photugraphy confirms the
existence of a clear liquid phase and reveals
small two-phase torus-form vortex rings, which
are formed in or near the shockfront and move in
the same direction as, but less rapidly than the I
shock wave, i.e., the rings move away from the
closed end of the shock tube.

If the fluid behind the shock is a mixture ofIdroplets and vapour (partial liquefaction)
evidence of shock splitting at the phase boun-
dary is found, i.e. the shock consists of a
system of two diverging compression waves.

INTRODUCTION

The liquefaction shock is a shock compression (produced, for
example, in a shock tube), in which the upstream state of the
test fluid is gaseous and the downstream state is liquid.

#Contrary to the well-known condensation shock in expanding
gas flows, the state behind the liquefaction shock can be fully
wet, i.e. all inflowing gas will completely condense.

The physical background of this new phenomenon [1] is the
condensation behaviour of retrograde gases (Fig.1). The isentropic
compression of the gas or saturated vapour of a regular fluid
(air, water) will not change the gaseous state of aggregation (a).
In the case of a retrograde fluid with its different shape of the

., . .. . . ...
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Shock Liquefaction [7171

T critical point T critical point

liquid liquid
gas I/ shock

I I adiabate

liquid - gas liquid -gas za gas
mixture mixture

m J I =-
S ASG' S

regular fluids retrograde fluids

(a) (b)
Figure 1. Temperature-entropy diagramme for regular (a)

and retrograde (b) fluids.

saturation line in a temperature- entropy diagramme (b) the isen-
tropic compression of a gas can lead to a mixture or liquid state.
An essential difference between a regular and a retrograde fluid
is the ability of retrograde liquids to store the released heat
of vapourisation.

A shock compression with an associated entropy increase
As < As (Fig.lb) can accomplish the phase transition if the
ideal-gRg c heat capacity co exceeds a limiting value:
cv >i 40-R, where R is the universal gas constant. This hasgbeen shown theoretically by Thompson and Sullivan in 1975 [1].

In a following study Dettleff, Thompson, Meier, and Speck-
mann [2] showed that the shock liquefaction can be verified
experimentally in a shock tube. The initial state 0 of the test
fluid (Fig.2) and the Mach number Ms of the incident shock wave
(I) were coordinated such that partial or complete liquefaction
occured behind the reflected shock wave (R) in the state 2.

It

state 2

R

" ' state I

,?:,

-" state 0

Figure 2. Schematic x-t diagram for the shock tube
flow (test section).

_.. __-. uI



17181 Dettlff et al

Measurements of the shock velocity, pressure, temperature,
and density in the state 2 were performed, using C8 F16 (ISC
designation PP3) in most cases as test fluid. The results of
pressure and temperature measurements are shown in Fig.3.

4.0. p(borl

IlT2 1. PP3

Initial state 0
=1T 30-C %lborl 0.9 0.67 0.51

30- a v0.9gbar
x =0.67bar Figure 3. Results of pressure
AP:O.51bor and temperature measurements

behind the liquefaction shock

* 6 wave, state 2. Theoretical
curves calculated by [3].

20
/ crit.

liquid / point

S10-- vapour pressure

0,150 200 T21oC] 250

The initial state 0 of the test fluid is unchanged while the
Mach number Ms of the incident shock is increased leading to
states 2 of partial and complete liquefaction behind the
reflected shock.

More experimental results have been published in [2],[4],[5].

PHOTOGRAPHIC OBSERVATIONS

The present subject of investigation is the structure of the
shock front where the phase transition takes place. Photographic
observations of the liquefaction region between the reflected
shock and the end wall of the test section show that the complete
liquefaction is associated with the production of small rings
(FLgA4). Detailed observations, especially by means of stereo-
scopic photography show that the smaller rings (with a diameter
smaller than approximately I mm) are concentrated in a layer of
about I - 2 mm thickness in or immediately behind the shock
front. A few of them are left behind in the liquid between the
endwall of the tube and the reflected shock, increasing in dia-
meter. In Fjg5 the relation between the ring diameter and the
distance Ax (distance ring-shock front) is shown. By means of
the double-flash technique, the movement of these larger rings



Shock Liquefaction [7191

Figure 4. Photographic observation of the liquefaction region.

PP3, T o = 130 OC, po = 0.67 bar, M = 2.4,
0.55 ms after reflection, diameter o the window450 mm. View direction see Figure 5.

mm 0

D 2 0o
0 0 0 8

G "2L mm

0x

I observed ring
[ 'diameter D

layer with the -- -w - view directo
small rings

Figure 5. Spatial distribution of the rings in the liquefaction

region. Relation between the ring diameter D and
the distance Ax (ring-shock front).

NL_ _ _ __ _ _ _I
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has been observed. They move in the same direction as the reflect-
ed shock but their velocity %.is smaller and depends strongly
on the ring diameter D (Fig6).

12 00
m/s

0 Figure 6. Translational
000 velocity VT of the rings

0 0 in dependence on the ring
8 diameter D.

VT 0

6

0 2 3mm4

D

The observed kinematic behaviour of the larger rings suggests
that they are vortex rings, the core being the visible white
torus which we assumc is filled with a mixture of gas and liquid.
The measured quantities allow an estimate of the circulation rof the vortices:

r - v *IIn

' ^ 0.05 '

with dt the core diameter. The above equation is strictly valid
only for dt/D << 1 [6]. This estimate agrees very well with
another (2] with different assumptions concerning the pressure
distribution inside and outside the vortex core.

SHOCK INSTABILITY

An inherent property of retrograde fluids is that the isen-
trope in a pressure-volume diagramme passes through the mixture
region and that the isentrope has a discontinuity in slope where
it intersects the saturation line (Fig.7). This deflection can

£" cause an instability of the shock wave when it lies between the
upstream and downstream state of the shock compression [1]

p

Figure 7. Pressure-volume
diagramme of a retrograde

,se.ti. ha a fluid with discontinuity in
I duco.ntinudy in slope the slope of the isentrope

at tile phase boundary.

Mixture

a v f.r
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We have checked the behaviour of the liquefaction shock wave
at the phase boundary and found that shock splitting can occur.
It is assumed that the intermediate state 1' (Fig.7) at the
phase boundary is known. Then from the known slope (ap/V)( ' )

of the isentrope at the phase boundary in the mixture and sm

from the shock adiabate the limiting upstream state 0 and down-
stream state I for which shock splitting is possible can be
determined. In Fig.8 the results of the calculation of limiting

states for the incident
shock wave are shown.

bar First experiments have
been performed to verify

/ the theoretically predicted
aour pressure curve shock splitting. Using a

1.0- laser beam perpendicular to
the tube axis (Fig.9) two

/ waves have been detected.
1* We found that the fluid in

I vthe state between the two
/ shocks allows the trans-

/ mission of the light whileI 0the intensity decreases
/limiting states cu behind the second wave in-

p 0.5 dicating the presence of a
1' gas-liquid mixture. Ob-

viously the phase transition
(Flutec PI w) front of the second wave./ Pertfluoa - 1.3 -Dirmthylcyclohexanel taeIlc w ti h

Incident shock wave

/ 0 Limiting states 0 for

0.25-shock splitting
0 0 Limiting states I in the

/ mixture region --------- 0 0 F i g u r e  8. Limiting states

C 1for shock splitting, (in-
P T ---- cident shock) in PP3.

photodetectot
100 ". ~J- . i r----

dflow-direction

4-doaphrogme dreto

.5c nt h k i shock 2. shock I
~Flutec PP 3

P 0 0*89 bar
7, 9 100 *C

[] p Ms , 1.15

ms 5

Figure 9. Splitting of the incident shock in PP3.
Measurement of the transmitted light intensity I.
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In the case of the reflected shock we found that the inten-
sity histories show the same qualitative behaviour. Pressure
measurements show that two compression waves can be reflected
when the phase boundary is between the upstream and downstream
state (Fi .10). When the Mach number of the incident wave is
changed (initial state 0 fixed) the pressure of the inter-
mediate state is almost invariable. With increasing Mach number
the first pressure jump decreases and the second increases. The
first compression wave is steep while the second has a thickness
of about 1 mm. We are aware that bifurcation of the reflected

RW 2 barI

SW 2 '

SW 4
NSW4 NSW2

4daphragme R

reflection 

!

of the shock pressure transducer end wall4 ,096 ms

Figure 10. Pressure history of the reflected shock. Partial
liquefaction in state 2. Phase boundary lies
between upstream and downstream state.
PP3, To = 130 'C, Po = 0.7 bar, Ms = 1.65

shock due to boundary layer interaction must be expected [7]. But
two pressure jumps have also been observed on the axis of the
tube, detected by means of a pressure transducer which has been
introduced through the endwall. They occur at the same time as
those detected at the wall (position SW2). If the Mach number is
decreased and the downstream state becomes gaseous only one
reflected wave is observed, though bifurcation should still occur.

Under conditions where shock splitting can be expected, a
laser beam which is reflected from the inner side of the window
in the end wall shows intensity oscillations immediately after
the reflection of the shock (Fig.11). Outside of the expected
shock splitting region (gaseous state 2) they are not detected.
We conclude that the intensity oscillations are due to density
oscillations behind the reflected shock.

The oscillations do only occur shortly after the reflection.
This could be an indication of the establishment of a split shock
system (the incident wave is stable) though a clear physical
reason is not yet obvious.
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reflected
shock diaphragn

ref 0"1i" Flutec PP 3

100 *41 p, 0,1 bar window

Sphotodetecto
0 mns I

t

Figure 11. Measurement of the reflected light intensity.
Partial liquefaction in state 2. Phase boundary

lies between upstream and downstream state.

CONCLUSION

Summarizing, it can be stated that shock splitting of lique-

faction shock waves is evident. The stereoscopic investigation
shows that the observed rings are produced in a shock front of

about 1 mm thickness and that their behaviour coincides with
that of vortex rings.
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SHOCK PROPAGATION IN LIQUID-GAS MEDIA

T. Fujiwara and T. Hasegawa

Department of Aeronautical Engineering
Nagoya University, Nagoya 464, Japan

Shock wave propagation in bubbled liquids is studied from
experimental and theoretical points of view. The third-order
partial differential equation derived through acoustic
approximation is used to analyse subsequent behaviors of
initially semi-infinite-step or square pressure pulses. The
solutions are obtained in closed forms using tne Laplace
transformation.
The 7.5 to 15 iol He or N2 is used to generate a shock wave
in an initially atomospheric liquid-bubble system, where
nitrogen, Ar, He, Ar-diluted oxyhydrogen or stoichiometric
oxyhydrogen bubbles of about 4 to 10 mm dia. are introduced
into water or glycerin liquid. Attenuation or dispersion of
the shock wave is observed by pressure transducers, whereas
the motion of a bubble is visualized using a high-speed
framing camera. The motion is monitored during its several-
cycle oscillation corresponding to the 1.5 msec duration of
the light source and the framing speed 100,000 f/sec. In
glycerin the top of the bubble quickly becomes flat when the
bubble diameter exceeds minimum during the first compression-expansion oscillation. This flattened top remains unchanged
in the later processes while the bottom of the bubble

stretches, its lower half elongated, and finally the bubble
splits into a larger and a smaller ones. The attenuation of
the oscillation is found faster in glycerin than in water.
The above-mentioned deformation is not observed in water
where oscillation is in good agreement with the theoretical
analysis until the complete breakup of the bubble into many
fine ones is triggered by the start of Rayleigh-Taylor
instability. Ar-diluted oxyhydrogen bubbles in glycerin at
P4 = 15 atm are the only ones successful to indicate the
reaction during the maximum bubble compression.

INTRODUCTION

Shock propagation and associated bubble motion in a bubbled liquid have
been studied by several workers, from the viewpoint of water hammer action of a
shock wave (refs. 1,2), where attention has been focused on the propagation
velocity and structure of the shock wave. On the other hand, the individual
behaviors of a bubble have been analysed in the field of cavitation and
explosives. In connection with the mechanism of detonation propagation in
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porous condensed explosives, several different possibilities are proposed to
explain the formation of heterogeneous hot spots during the passage of front
shock wave (ref. 3); adiabatic compression, shock wave formation due to the
compression of porous pockets or bubbles (ref. 4), formation of micro jets in a
bubble caused by large pressure difference at the interface between condensed
substance and gas, etc.

In this study, the behavior of a bubble after being compressed by a
propagating shock wave is observed in a shock tube filled with a liquid: The
bubble gas species, the liquid materials and the pressure ratio P4/Pl are
changed in order to observe their influences on the motion of the bubble.

The observed results are compared with a theoretical prediction taking
account of liquid viscosity and nonlinear bubble oscillation under the influence
of several different temporal pressure profiles.

The influence of the bubble exothermicity is observed using stoichiometric
and Ar-diluted oxyhydrogen mixtures and compared with inert bubbles.

The acoustic approximation is applied to a weak shock wave propagating in
a bubbled liquid to yield the solution in a closed form. The propagation and
dispersion of the shock wave are shown for the two initial conditions: step-
shaped and square-shaped pressure pulses.

ACOUSTIC THEORY OF SHOCK PROPAGATION IN BUBBLED LIQUIDS

One-dimensional propagation of pressure waves in a liquid with homogeneously

distributed ga6 bubbles can be analysed taking account of heat transfer between
I 1 the bubbles and the surrounding liquid. This problem has already been analysed

considering such heat transfer and additionally the viscous effect caused by
the relative motion between a bubble and a liquid, where the dispersion relation
is shown (ref. 5) and a qualitative description is given to the wave propagation
when a step-shaped pressure profile is applied initially (ref. 6).

Assuming that (i) the relative motion between a bubble and a liquid, the
scattering of sound waves, the mass transfer, the deformation and oscillation

& of a bubble, the surface tension and the gravity are neglected, (ii) the
temperature of the liquid remains unchanged due to its large heat capacity, and
(iii) the gas is perfect and the temperature in a bubble is uniform, the acoustic
approximation of flow equations leads to the final form

& at a,4 a tz (-x 77 Z t

,P, = (2)
Ni ,

c4= bubble diameter, (3)

. (O"ie-a (4)
Of0

where 'o indicates the characteristic time of heat transfer, 0,V and a# theiadiabatic and isothermal sound velocities, r" the specific heat ratio, and
o the thermal diffusivity. Po denotes the void fraction, Nu = doq/kg/
(Tg-TI) the Nusselt number, q the heat flux through bubble surface,40 and bo
the initial mass densities of gas and liquid, J = V0 + (/-e)fo, R the gas
const, Tgo the initial gas temperature and af the sound velocity of liquid.

______ mm ilml . 4
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It is noted that Eq. (1) is identical with the wave equation for a gas under-
going chemical reactions or relaxation of internal degrees of freedom, where
an asymptotic solution is obtained for an initially step-shaped pressure pulse
(ref. 7). Eq.(l) gives the following equation for a wave propagating to the
positive direction of x (ref. 8):

D (L A , L + + (5)_ T w a- a x 'r- - Ot dX 0

which provides the exact solutions using the Laplace transformation:

(a) Initial condition; step-shaped pressure pulse. The exact solution is

pc <, ) . e : cp--,]
4.4r-,) o. *

o Ne 5 (6)

A - E(t)=step function, I(x)--modified Bessel.

(b) Initial condition; square-shaped pressure pulse. The exact solution is

p c,. *) ,,.i<-to a.,

f )+ f e - .z, )

I
The two solutions (6) and (7) are illustrated for a air-water system in

Figs.l and 2. In Case (a) a nearly step-shaped wave head propagates during t I
<-r' with the adiabatic sound velocity e2,W . At t ; , the wave front becomes
attenuated and the effect of dispersion clearly emerges. At t = 50 Zo • the

00NT 50 c (CM)-

OO it 50 (cm)

II _1 1 x

0 100 Oi Oady 200 (CM)
(cT.

Apo50' TO

700 Out aadt 80o (cm)

o0K i0 03'd ,'m oo 233r/e, ae'2. m/e ,x. s

Fig.l Case (a) Initial condition; step-shaped pressure pulse. Evolution of
the pressure profile is shown for the parameters; pO 1 atm, To300 Kr Do" 0. 3, d o -, 1 m, 23. 3 m/sec, =22. 0 m/sec,Z__=6.75 ms.



Shocks in Gas-Liquid Media 17271

AVi. r.-
0 50 (cm)

oPIoTo', m)

050 10050

Po'100 200 - -o ,x

Pt 00;(c m)

700 Sooo C-- XM)

Fig.2 Case (b) Initial condition; square-shaped pressure pulse. Evolution of
the pressure profile is shown for the parameters; p0=l atm, T0=300 K,

o =0.3, d0 =l mm, 2=23.3 m/sec, Oe =22.0 m/sec, Tj =6.75 msec, tw=Zo.

complete dispersion prevails.

ANALYSIS OF BUBBLE OSCILLATION

Assuming that the interbubble distance is sufficiently large, the motion of
a bubble caused by the interaction with an incident shock wave is treated
independently. The following simplifications are made: (i) The gas in the bubble
is thermodynamically uniform, obeying the perfect gas law. (ii) The temperature'of the liquid is unchanged, while the viscosity of the liquid is taken into
account. (iii) The heat transfer through gas-liquid interface is retained in the
formulation while the mass transfer, typically evaporation, condensation and
dissolution are neglected. Then the motion of a spherical bubble of radius R is I
governed by

Mass: T( -# )- 0 (8)
dk 1

Momentum (ref.9): &2 a + -1/ f4 t -(9)

Energy: (A 19K =Ak(7)#ip -(4 TK (10)

where J1 denotes the kinematic viscosity of the liquid. After some manipula-
tions, these equations can be reduced to the following in dimensionless forms:

4 -- - - ' Ma d. - -(

3. /-rj V( -O / /r dR / A.

di= ,,€ z P'. T1: R tc- QTot I
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Eqs.(l) and (12), together with Eq.(8) and the equation of state, are utilized
to solve R F . , i and 4 . Temporal behaviors of the radius, temperature,
pressure and density of the bubble can be calculated if the far-field pressure
P in the liquid is prescribed a priori. However an experimentally observed
bubble is under strong confinement in a shock tube, and accordingly such far-
field pressure can not be obtained in reality. Instead, the pressure measured
in the same plane as the window for bubble observation is interpreted as

EXPERIMENTAL

As illustrated in Fig.3, the present vertical shock tube consists of a
44.5-cm-long driver section separated by plastic diaphragms from a 154-cm-long
test part with 50 mm x 50 mm square cross section. In the test tube either pure
water or glycerin is filled up to 70 cm below the diaphragms, while the remai-
ning volume filled with atmospheric air. The selected pressures in the driver
section are twofold, 7.5 and 15 atm, using either nitrogen or helium. The lower
end of the test tube is equipped with a 0.8 mm i.d. syringe in order to produce
a column of bubbles from a vessel pressurized up to 2 - 3 atm. Shock tube
firing is made in synchronization with the signal of steady bubble formation.
The arrival of a shock wave and the oscillatory pressure behaviors caused by
the motion of bubbles are measured using the two Kistler 601A pressure trans-
ducers mounted in the same cross section as the obsecvation window. The motion
of a bubble is observed with high temporal resolution using a high-speed
framing camera Nikon-Uemura Type at about 100,000 f/sec and a Xer.<n flash lamp
with a duration 1.2 msec. In order to study the influence of internal degrees
of freedom and exothermicity on the amplitude of oscillation, instability of
the bubble and extent of

maximum compression, the
bubble gas species are changed 50x50
among nitrogen, Ar, He, stoi- --
chiometric and Ar-diluted

oxyhydrogen.

(i) Shock propagation in pure 445.5

liquid: As shown in Fig.4, DIE A
substantial decrease of shock DIAPHRGM
propagation velocity was ob-
served due to the wall defor-
mation (ref. 10); 956 m/sec 700
in water, 36 % reduction from |
its sound velocity 1500 m/sec,

and 1093 m/sec in glycerin, 1540
45 % reduction from 1986 m
/sec. As obtained in Figs.l
and 2, the dispersion caused PRESSURE
broadened wave profiles, the TRANSDUCER : 211
rise time being increased 211

from 600 Psec at Location 1
to 1500 Msec at Location 2 in
water, and from 120 usec at
Location 1 to 280 1 sec at Lo- HIGH-SPEED 459
cation 2 in glycerin, during CAMERA

* the passage of 459 mm. It is ×e FLASH
considered that the high vis- i (D
cosity of glycerin (1500
times water value) works to
suppress the dispersion. The
second rise of the pressure BUBBLE GAS
at Location 1 occurring about
1.4 msec later in both water Fig.3 Sketch of Shock Tube and Measurement
and glycerin can be explained System
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Driver Pressure P4 • 7.5 aim (Ns) 5
Test Pressure Pi * 1.0 atm (air)
Time Scale 200 psec/div 4

E
w

Water 23 WATER

.jisec2of

Propagation vel D 956 m/s @ -

Glyceri I
-445 0 DISTANCE (mm) 700

2 Fig.5 Shock wave diagram in the gas
.Asec column of shock tube test section.

Propagation vel D * 1093 mr n.0
U/) .- Roo• 2.0rnm EXL RME-

Fig.4 Pressure profile of shock wave 2 t~ (RO-2.0rm. RAs*l.6mr9)a AP•Igt -THEORY
in water and glycerin with no . 2.9,- -- EOR
bubbles. ,.9 .;

by the arrival of the shock wave ref- 1.2

lected at the contact surface, as shown 20oJ,,O

in Fig.5. On the other hand, shock ref- 7
lection at the tube bottom end did not 0.6
occur to a detectable extent, mainly
due to dispersion and attenuation. 0.6

(ii) Bubble motion in water: As shown 0.4

in Table 1, bubble gases were either 0.2

nitrogen or stoichiometric oxyhydrogen

for the two shock strengths P4=7 .5 and °0.0 0.2 0.4 0.6 0W (.
. 15 atm. For any combination of the Fig.6 Temporal behavior of bubble radius.

parameters, the bubble motion was Pig 7. Tepoa Bubble raiui.
close to cyclic during the first two P4= 7.5 atm(N 2 ). Bubble; N2. Liquid;

periods. Meanwhile, a double-disc-shape water. Bubble size; ROL=2 .0 mm.

instability appeared immediately after the bubble diameter exceeded the first
minimum and started growing. After the first two cycles of oscillation, the
instabilities spread over the entire bubble and, as a result, the oscillatory
motion deviated from periodic one, as shown in Fig.6. The initial periodic motion
is in good agreement with the theoretical result using Eqs.(11) and (12), along
with the far-field pressure variation 7(t). In fact, this far-field pressure was
assumed to be a step function shown in Fig.6, because the wall pressure recorded

a similar profile throughout water-bubble experiments.
Although the two shock strengths P4/Pl=7 .5 and 15 were used, appreciable

increase of the pressure was not obtained at the observation section due to high
attenuation and dispersion; this caused failure to impart a large amount of
energy to a bubble during the first compression stage. Minimum diameter ratio R/
R0 never became smaller than 0.6 and the gas temperature was at most 554 K which
was insufficient to ignite a stoichiometric oxyhydrogen in less than 100 Psec.

It may be interesting to note that as soon as a bubble surface was infected
L , by Rayleigh-Taylor instabilities completely, the instabilities developed rapidly

and disintegration into numerous fine bubbles occurred within 1 msec.

(iii) Flattened top of bubble in glycerin: Glycerin-bubble experiments were
performed for more combinations of the parameters, as indicated on Table 1.
It was already seen that glycerin is more efficient to compress a bubble due to
its smaller dispersion, as shown in Fig.4. Indeed the pressure peak reached more
than 10 atm in comparison with 2 atm for water, when P4/Pl=1 5 was used. Instead,
glycerin's high viscosity made it impossible to control the bubble radius under

4 . .,
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Driver Pressure; P: 15 atm(He) 500
Test Pressure; P=latm(Air)
Bubble; RL.= 4.56 mm

RT.= 5.00 mm
90% Ar+ 10%(He 202)

Liquid ; Glycerin 2 3.1 ott
Flash t- o---minimum bubble

1 period diameter

Time 0 250 300 320 350 370 400 410 420 430
(se cffl UU)

440 450 470 500 550 600 650 700 770 800

Fig.7 Bubble motion in glycerin and simultaneous pressure oscillograph.
Bubble; 0.9Ar+0.1(H 2+202 ), initially ellipsoid (longitudinal rad.4.56,transverse tad. 5.00 mmn). Sequentially shown are the shadowgraphs of a

bubble during the first period of oscillation. The behaviors of the

pressure at Location 1 and 2 are shown on the oscillogram.

(Initial) (st minimum)
t =-530 0 100 200 300 400 450(jp sec)

TIt) ,-)

5mm E

k5mm.I Initial Condition
" 15 P4 =15 atm (He)

CBubble Gas;Ar

Expansion Velocity Liquid ;Glycerin
'4O0m/sec

5

C
0 8 10 200 300 400 500

Time After Ist Minimum; t (ysee¢)

Fig.8 Deformation and splitting of a bubble in glycerin. Initial condition;
a vertically long ellipsoidal bubble (longitudinal rad. about 5 mm)
containing pure Ar, driver gas pressure 15 atm (He). The shock wave

arrives at t=-530 psec and gives the maximum compression of the bubble
at t=0. The ma-ximum stretching velocity of the bubble in vertical
direction reaches 40 m/sec, due to the growth of the bottom bulge.
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Subble a Pa40 m ) RoWMm Liquid; Glycerin, P4'15otm (He)
2RI 9 Ar ( 15 4.56 Bubble gas RLo.tml Rvo m(m

C b I 15-456 * .0%Ar+I%(H* 20m1 4.56 5.00
1.0 Ar 1 S 5.23 0 bid -4.56 -5.00

® Ar 7.5 5.18 A Ar 5.23 6.50
He 15 5.17 a

Liquid Glycerin A0.5A 0.6 0 A '

0.5- 0 Trmsverse

00

o \-

0 0.5

.2 U)

0 0.41

0_ 50 0 50
0 0.5 1.0 1.5

Time; t (msec) Time; t (,psec)

Fig.9 Temporal variation of longitudi- Fig.10 Bubble radius oscillation near its
nal radius of a bubble for seve- first minimum. Transverse and lon-
ral combinations of parameters. gitudinal radii are compared for

non-spherical bubles.

4 mm, which caused the bubble oscillation of rather long period. As observed in
Fig.7, the shadowgraphs of a bubble during the first period of oscillation show- I
ed sudden flattening of the top at about t=430fsec, right after the instant of
minimum radius. This flat top remained throughout the subsequent oscillation
process, indicating that there was always a flow downward. Considering that the
images were shadowgraphs, it is natural to conclude that the actual bubble hadI top-hollow structure only the outline of which was seen. Interestingly, stable
and attenuating oscillation continued retaining nearly the same shape, even if
a small bubble was puffed out at the second or third period of oscillation(ll,12 ).

(iv) Parachute-type instability in glycerin: Immediately after the first mini-
mum radius, a certain bubble posed a parachute-shape instability, as seen in the
sketch of Fig.8. After ejecting a microbubble, it rebounded to a flat shape and

then a double-disc-type instability similar to the one in water appeared rapidly
and grew into higher-frequency instabilities. In fact, this parachute type was
the only one leading to an irregular bubble shape in glycerin.

(v) Comparison among various bubble motions in glycerin: Five different cases
are compared in Figs.9 and 10, where attention was focused on a bubble contain-
ing Ar-diluted oxyhydrogen. According to a simple calculation, 0.55 compression
gave the temperature 922 K and the pressure 18.5 atm, yielding the induction
time 56/sec for the gas. It is speculated that the shorter periods of oscilla-
tion appearing on No.1 and No.2 curves of Fig.9 and the very short-time change
of radius shown in Fig.10 might be the outcome of exothermic reaction. It is
also noted that a He bubble in Fig.9 oscillated with a shorter period even if
the other parameters were almost identical to Ar bubbles.

(vi) Bubble oscillation in glycerin; theory and experiment: As seen in Figs.ll
and 12, the experimentally observed bubble oscillation in glycerin differed from
water counterpart in (a) faster attenuation, (b) non-linear behavior, and (c)
at least two high peaks in 0 (t). In order to obtain the best fit with observa-
tion, the finite-rise step, saw-tooth, or periodic exponential profiles was
assumed for the far-field pressure. Figs.ll and 12 show that although sufficient
attenuation was not given, the latter two profiles provided far better agreement
with the observed period than the step profile which was successful for water.• \1
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Liquid: Water (pressure profile is nearly a step with finite rise time)

p4 ;atm(gas) Bubble gas Bubble radius Observed phenomena
7.5 (N2) N2  1 - 2.5 mm Periodic oscillation during the first

15 (N2) N2  1 - 2.5 mm two cycles and then instability domi-
15 (N2) 2H2+02  about 2 mm nates. Double-disc instability appears

at the first minimum radius. R/Ro>0.6.
12-15 (He) 2H2+02 about 2 mm ibid. No reaction.

Liquid: Glycerin (pressure profile has at least two high peaks)

p4;atm(gas) Bubble gas Bubble radius Observed phenomena
7.5 (N2) N2,Ar 4 mm Regular spherical oscillation.

15 (He) N2  4 - 5 mm 'When parachute-shape deformation sro-
15 (He) Ar 4 - 5 mm radically appears, bubble splitting is

followed by instability growth into
double-disc and further. Otherwise, no
instability grows, although a micro-
bubble is thrown out during oscillation.
Bubble top flattens and remains unchan-
ged during the entire process.

15 (He) 0.9Ar+0.l 4 - 5 mm ibid. Sudden flattening of bubble top
(H2+202 ) appears at the first minimum radius.

15 (He) He 4 - 5 mm Shorter-period oscillation.

Table 1. List of Experimental Conditions and Respective Results

LIQUID; GLYCERIN . BUBBLE; Ar
I, LIQUID; GLYCERIN, BUBBLE; Ar * 2

S2.010.4-" *EXPERIMENT7 .,2 '- EXPERIMENT atl/' / ', ,a,, Ruo- 5.23 am
R,.o- 5. 23 mm O

-0o-="0 /1.5 t 0100 THEORY< 1.5 "..0 t T H EO R Y M M TIME 0 9 O ) e • 5 . 3

0 oDSTEPTYPE.Reo55.3 mm
! ---- Ro-6.50mm U

z .000EPN-RN-9.0Amm 2 1.YP

o .0

-JTIME ; t (m sec) TIME ; t (me)
r Fig.ll Experimental and theoretical Fig.12 Experimental and theoretical
" bubble oscillation in longitudi- bu~bble oscillation in longitudi-

mehl dieton 0= step profile. nal direction. .periodic profile.
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~ A COMPARISON OF MEASURED AND COMPUTED ENERGY EXCBRNGER PERFORMANCE

0William J. Thayer III and John F. Zumdieck

CMathematical Sciences Northwest, Inc.
Bellevue, Washington 99004

MMeasurements and numerical modeling of energy exchanger
flow and performance have been carried out to characterize
controlling processes and to maximize the efficiency of a
small test device. An energy exchanger is a rotating,
axial flow wave machine in which unsteady gasdynamic
processes are used to directly transfer work between
initially high and low pressure stream. A laboratory
scale energy exchanger was developed and tested under
steady flow conditions to study sensitivity to a number of
flow and configuration parameters. This machine operated

at a pressure ratio of approximately 2.5 and transferred
approximately 100 kW of power between two impedance
matched stream Measurements were made of both overallit flow and perforxtce parameters and of flow details during I
tests. These data were used to evaluate the work transfer
efficiency, n , which is related to a turbine and
compressor eifciency product, and equivalent adiabatic
turbine and compressor efficiencies. Tests demonstrated a
maximum work transfer efficiency of 74 percent, equivalent
compressor and turbine efficiencies of 75 and 97 percent,
respectively, and showed the sensitivity of these
efficiencies to the controlled parameters. Test results
have largely verified a computer model of energy exchanger
flow, provided a clear understanding of dominant flow

processes, and led to expectations of 50 to 65 percent
transfer efficiencies in future energy exchangers.

I. INTRODUCTION

The energy exchanger transfers work from an expanding high pressure gas
stream to another initially lower pressure gas stream which is compressed. I
These functions are analagous to those of a mechanically coupled gas turbine
and compressor. However, the transfer of work between these streams is fluid

dynamic, and shaft work is not a required transfer mechanism. Since the
energy exchanger transfers the potential for doing work from one gas stwam to

another, it could equally well be called a "pressure exchanger" or "work
exchanger." The term "energy exchanger" was coined by Hortaberg (Ref. 1) in
his early work to apply unsteady gasdynamic processes to power cycles.

Energy exchangers are gasdynamic wave machines similar to those
patented by Seippol in 1946. Many applications of wave machines have been

15L% FI
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proposed since that time. These have included applications to internal
combustion engine supercharging, hypersonic wind tunnel test facilities,
chemical processing, high temperature compression, and other transfer
processes between gas streams. The development and application of wave
machines has recently been extensively reviewed by Rose (Ref. 2). Several new
applications of the energy exchanger to power generation cycles have recently
been studied by Mathematical Sciences Northwest, Inc. (Ref. 3). These
applications included its use an a high pressure, high temperature top stage
for a gas turbine topping-steam bottoming cycle using coal derived fuels, use
as a high temperature air compressor for a coal burning EHD power plant, and
use as a "dirty" gas expander/air compressor for pressurized, fluidised bed
(PFB) fired coal burning power plants. The energy exchanger offers distinct
advantages in terms of overall plant efficiency, simplicity, and durability
relative to gas turbines in 11B cycles using conventional compressors,
turbines, and gas clean-up techniques (Ref. 3). These studies show that
operation of the energy exchanger at work transfer efficiencies of 75 percent
or higher is required for effective application of this technology in power
generation applications (Ref. 3). As discussed below, results of testing and
computer modeling indicate that the energy exchanger will operate at
efficiencies of this level or higher when this technology is further developed
and implemented in large scale devices.

Energy exchangers can be configured with one expansion/compression
cycle per revolution of the rotor as was the test machine in Figure 1. A
number of long narrow gas passages, which behave very much like shock tubes,
are mounted on the periphery of a rotating drum. Two gas streams flow
steadily into the rotor through ports in the stationary endalls, transfer
power by means of the steady port flows and a pressure wave system which is
repetitively established in each tube, and then flow steadily into the outlet I
ports. Notion of the tubes past the stationary inlet and outlet ports and
regions of closed endwall is used to establish the unsteady flow processes
within the rotating tubes of wave machines. Low pressure gas, called the
"driven" stream after shock tube nomenclature, enters the rotor through a
large port, is compressed by pressure waves within the rotor tubes, and leaves
the rotor at high pressure through the smaller driven stream outlet port in
Figure 1. A continuous stream of high pressure gas, called the "driver"
stream, enters the rotor through a small inlet port, transfers its power to
the driven stream through unsteady flow processes on the rotor, and exhausts

Figure 1: Energy Exchanger
Rotor, Inlet and Outlet

Endwall, and Port Assem-

* blies.
4

• L~q I
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from the rotor through a low pressure port. The operation oi :,e energy
exchanger and other wave machines in described in considerable Cetail in
Reference 3. Through the use of proper rotor, port, and endwall configurations

and operating conditions, work transfer between the driver and driven streams
can be made very efficient. Both the experiments and code projections
discussed below indicate that energy exchangers can have high efficiencies and
other favorable operating characteristics which will make these machines very
useful in power generation applications.

This paper extends the preliminary test and computational results
presented in Reference 4 to the most recent test data and computations
(Ref. 3). Since the earlier paper, the test energy exchanger has been
reconfigured, and tests have been conducted for an expanded range of

conditions. The clearances between the rotor and stationary inlet and outlet
ports were reduced to minimize leakage. Wave management ports have been used
to cancel und6sired reflections of compression and expansion waves, improve

inlet and outlet flow uniformity, and reduce associated losses. In addition,
port width, rotor speed, and flow conditions have been varied to identify
conditions of highest efficiency and to determine sensitivities to flow
parameter variations. Additional instrumentation, including pressure
transducers mounted on the rotor, was used to identify flow problem and

mechanisms which govern the energy exchanger work transfer efficiency. The

net effect of the configuration and operating parameter changes has been to

increase the transfer efficiency to 74 percent.

The energy exchanger flow code, which was described in the earlier
paper (Ref. 4) and in Reference 3, has been used to calculate internal flow

conditions and overall performance for a range of configurations and operating
conditions of the test energy exchanger. As discussed in Section IV, computed

energy exchanger flows agree very well with overall performance measurements
j and with detailed measurements of flow property variations during each tube

rotation. This agreement has verified that the dominant mechanisms have been
adequately modeled and has provided confidence in the accuracy of the code for

projecting energy exchanger performance in other operating and machine size
regimes. Computations indicate that energy exchangers with throughput and
operating conditions comparable to the test device could operate at transfer

efficiencies of 80 percent if relatively minor changes were made in the basic
$ wave system and configuration. Similar calculations indicate that large scale

energy exchangers could operate with efficiencies to approximately 85 percent
at conditions similar to those tested.

II. ENERGY EXCHANGER FLOW CODE

*.- The projections of energy exchanger performance discussed below were

made using a computer program which was developed to model energy exchanger
flows (Ref. 3). The flow within tubes on the energy exchanger rotor was
modeled using the one dimensional unsteady flow equations. Term were
included to calculate friction and heat transfer processes using correlations

for steady, turbulent pipe flows. The one dimensional unsteady tube flow
equations were solved numerically using the flux correlated transport
technique. This technique is accurate and stable in regions of high property

gradients, such as shock waves and interfaces between different gases, and
allows calculations to be carried out over many cycles. Thus, operational I
transients and approach to steady state operation of the energy exchanger can

be accurately calculated. The internal, unsteady tube flow equations were
coupled to steady flow equations governing the external manifold and endvall

leakage flows at the rotor boundaries. All of the inlet port flows external

to the rotor were treated as regions of uniform, specified total pressure and
temperature with losses due only to leakage when the tubes were fully open to
the ports. The outlet ports were treated as regions of uniform, specified
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static pre.iure. Leakage to atmosphere through the clearance regions between
the rotor and endwalls was treated using the steady flow equations governing
compressible gas flow with friction. The boundary condition equations were
treated independently as required in each port and blank endwall region and in
transition regions between ports and between ports and endwall regions.
Losses due to transient pressure imbalances between adjacent external and
internal regions were evaluated using a quasi-steady flow formulation and the
assumption of no recovery of dynamic head. This energy emchanger flow code is
believed to model the dominant flow processes with sufficient accuracy that
projections of performance and evaluations of configuration and operating
parameter dependence can be dependably made. This will be apparent in
comparisons with test results as discussed in Section IV.

The efficiency with which the energy exchanger extracts work from the
driver stream and transfers it to the driven stream is represented by the work
transfer efficiency, rL_. This efficiency was defined as the ratio of the
increase in expansion work ideally extractable from the driven stream as it is
processed by the energy exchanger to the expansion work ideally extractable
from the incoming driver stream. For the test energy exchanger this can be
expressed as

_ id2 idl (1)
EE " +w"

EE 4iDi iD3

where %i  n is the work rate which could be generated by expansion through an
ideal tu bine from the state of interest to a reference pressure (ambient
pressure for all tests and computations). The subscripts dl, d2, Dl, and D2
refer to the driven inlet and outlet streams and driver inlet and outlet
streams, respectively. The subscripts D3 and D4 refer to the inlet and outlet
streams for the wave management ports, respectively. For ideal gases with
constant specific heats, the ideal expansion work terms can be written as

. = C T (1 (n/n))
in n pn n - on

where i , cn, T , Y ,and P Pre, respectively, the mass flow rate, specific
heat, tempea ur, specific Mat ratio, and stagnation pressure of the stream
of interest and P is the reference pressure. The work and efficiency terms
were evaluated inathe code by suitably integrating computed flow properties
across the inlet and outlet ports.

III. ENERGY EXCHANGZR TEST APPARATUS

Tests were conducted using a laboratory scale energy exchanger and test
facility (Ref. 3) which were developed to demonstrate high efficiency, to
provide data for code verification, and to provide a better understanding of
dominant energy exchanger flow mechanisms and losses. The energy exchanger
which was used for testing is shown partially assembled in Figure 1. it was
designed on the basis of ideal one-dimensional flow calculations using the
method of characteristics before the flow code described above had been
developed. This energy exchanger transferred approximately 100 kW from the
driver stream to the driven stream. The argon driver stream and 60% argon-20%
helium driven stream had matched acoustic impedances to simplify the wave
system by which power was transferred. The expanding driven stream entered
the rotor at a pressure of 25.3 kPa (36.9 pesa) and temperature of 525 K end
left the rotor at approximately ambient pressure. The work done by this
stream was largely used to compress the driven stream from approximately
ambient conditions through a pressure ratio of approximately 2.5. Onas flow
rates of the driver and driven streams were in the range of 0.S-1.1 kg/sec.
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in addition, two small port flows wore used during some tests to cancel
pressure waves at critical rotor locations and thus provide more uniform port
flows, better pressure recovery, and higher transfer efficiency. These wave
management ports were located near the driven gas inlet and outlet ports and
required approximately 25 and 80 go/sec of flow, respectively, to cancel the
principal expansion waves. The energy exchanger rotor was 40 cm long, 45 cm
in diameter, and had 100 tubes in the annular region between 32.75 and 40.25
cm diameter. Only 40 percent of the ideal maximum endwall periphery was used
for gas flow in the test energy exchanger, as is evident in Figure 1. Large
regions of blank endwall were incorporated for instrumentation and to permit
the energy transfer rate to be increased. The clearance between the rotor and
the stationary flow ports was reduced from 0.033 cm (0.013 inch) in the
earlier teats (Ref. 4) to 0.010-0.013 cm (0.004-0.005 inch) in the teats
reported here. The design rotor speed was 1960 rpm, and tests were conducted
for a speed range to 10 percent above and below this value.

All tests were carried out at steady state operating conditions. The
test facility which was developed for this program operated for six seconds
during each test. Gases and thermal energy for each test were stored in
pressure vessels and storage heaters, respectively. Prior to each test, the
rotor and all inlet and outlet ports and piping were heated to constant
temperatures corresponding to steady state conditions. This ensured that test
conditions did not change during each tet. Steady flow conditions were
established during the first second of each test by using an appropriately
designed valving and flow system. These conditions were maintained during the
remainder of each test by the programmed opening of control valves. This
facility made possible relatively low cost, repeatable testing of the energy' exchanger at steady state conditions.

Flow moters, thermocouple probes, and pressure transducers were used to

monitor inlet and outlet mass flow rates, pressures and temperatures at low
velocity regions upstream of the inlet manifolds and downstream of the outlet4 , diffusers. The energy exchanger work transfer efficiency, T , as defined by
Equations (1) and (2), and the equivalent compressor, n , A turbine, nlTE
efficiencies were evaluated from these data using equations given in Reference
3. Leakage was calculated as the difference between the measured total inlet
and outlet mass flow rates. Twenty-four pressure transducers located on the
inlet and outlet endwalls wre use to measure steady pressures at various
fixed angular locations of the tube rotation. In addition, three pressure

transducers were installed in one rotor tube at locations near the inlet, at
the centerplane, and near the outlet. They were used to measure the time
varying pressure throughout the tube rotation. Signals from these high
frequency response transducers were transferred from the rotor to stationary
external amplifiers and data recording equipment through a low noise slip ring
assembly. Gas samples were taken from the outlet port regions where the
interfaces between driver and driven gases left the rotor and were analysed
using a gas chromatograph. These data were used to monitor interface
locations and to determine the degree of mixing between streams.

The entire test control, data acquisition, and data reduction sequence
was carried out using a PDP-11 minicomputer ystem. The steady state flow
data were measured, digitized, and stored in computer memory every 1/30 second
throughout each test. The high frequency data from the pressure transducers
mounted on the rotor and a timing/position signal were measured, digitised,
and storod at 2S i sec intervals for 0.2 second periods during each test. Four
channels of a transient digitizer were used to acquire and store this data for
transfer to and reduction by the minicomputer after each test. All data from
each test were permanently stored on floppy disks after each test.
Computations to determine efficiency, mass flow rates and leakage, pressure
distributions, and histories were carried out shortly after each test.

t I
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Iv. TEST RESULTS AxD CONPARrSOuS WITH
CODE CALCUL&TIONS

Testing of the energy exchanger was conducted for several
configurations and over a range of operating conditions. Configuration
changes included variation of the clearance between rotor and endalls,
incorporation of wave management ports near the driven gas inlet and outlet
ports, and increasing the area of the main driven stream outlet port.
Operating parameters which were varied during the test program included driver
and driven gas inlet pressures, driven gas outlet pressure, rotor speed, and
flow rates through the wave management ports. The energy exchanger flow code
was used to compute detailed flow parameters and overall performance of a
number of test conditions. The data are discussed and compared with
computations in this section.

Overall Performance Data anh Ccoupuatiorm

The major configuration changes had significant effects on the work
transfer efficiency and flow through the energy exchanger. Decreasing the
clearance between the rotor and stationery manifold faces reduced the leakage
from approximately 12 percent of the total input flow rate to 3-4 percent as
predicted by the leakage model, and provided a substantial efficiency
improvement. This may be seen by comparing the lower two curves of Figure 2,
where the dependence of the energy exchanger work transfer efficiency, f , on
the driven stream outlet pressure, PD2' is shown. The low leakage tests, for
which data is shown in Figure 2, were conducted at a driver inlet total
pressure of 2.71 aft, driven stream inlet stagnation pressure of 1.08 atm, and

a driver outlet pressure of 1.00 atm. The rotor speed of 1790 rpm gave a
higher efficiency than the design speed of 1960 rpm. Both inlet and outlet
wave management ports were closed for these tests. The maximum efficiency was
approximately 70 percent for driven outlet pressures in the range of 2.2 to
2.4 atm for the low clearance configuration, approx~mately 11 efficiency
points higher than the high leakage case. The mass flow rate into the driven
outlet manifold decreased continuously as the pressure was raised for bothI configurations, and caused a decrease in efficiency as the pressure ratio was
increased. It should be pointed out that the test energy exchanger had no
mechanical or thermal problems operating at the low rotor-manifold clearance
once the device had been properly aligned. No contact occurred during the
rapid pressurization and flow transients of the tests, although some motion of
the manifolds could be detected.

A second configuration change was suggested by exercising the unsteady
flow code on the test energy exchanger and closely related geometries. Since

LOW LEAKAGE CONFXIURATON
WITH EXTENDED MANFOLD WIoTH
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decreased driven stream outflow rates were observed experimentally at high
back pressures (see Figure 2), the possibility of increasing this flow rate by
extending the high pressure outflow manifold was evaluated. An 11 percent
increase in mass flow rate and efficiency was predicted to result from a 15
percent increase in this manifold width. Unfortunately, resources were not
available to disassemble the test device, fabricate a now high pressure
outflow manifold, diffuser, and ducting, and reassemble and realign the test
device. To examine the effectiveness of increased manifold width, the outlet
wave management port was operated in conjunction with the main high pressure
port to provide matched recovery flow conditions in the low velocity ducts
downstream of the device. This increased the outflow area by -22 percent,
substantially more than that predicted as optimal by the code. For this
condition an 8 percent improvement in efficiency was predicted. The measured
high pressure outflow rate increased by approximately 10 percent and provided
an efficiency rise to rL_ - 74 percent, as shown in the uppermost curve in
Figure 2. Tests were co'nucted at only one condition for this configuration
due to the difficulty in matching flows and to the lateness in the test
program of this test series. However, higher efficiencies could be expected
if tests were conducted to optimize performance with respect to back pressure
and speed.

A comparison of measured and computed energy exchanger efficiency is
made in Figure 3 for the range of pressure ratios of the driven and driver
streams used in the low leakage tests of Figure 2. Here PRc is the ratio ofI the driven outlet stagnation pressure, P "2, to the driven inlet stagnation
pressure, P , and PR, is the ratio of te driver inlet stagnation pressure,N P o to thdAriver ou let static pressure, P , which was nearly ambient.
AVZiation in this ratio of ompression to expasion pressure ratios was

naccomplihed experimentally by varying the backpressure of the driven outlet
stream while maintaining all other parameters at approximately constant
conditions. The experiments showed that efficiency was relatively constant at
pressure ratios less than approximately 0.9. At higher pressure ratios the
efficiency dropped off quite rapidly due to a decrease in mas flow rate into
the constant width, high pressure outlet manifold. The relative magnitude of
the computed work transfer efficiency is in quite good agreement with theI experimental data, although the code predicted a drop in efficiency at lower
pressure ratios which was not observed in experiments. The difference between
predicted and measured efficiencies is believed to be due to variable pressure
and reversed flow conditions which occurred in portions of the manifolds under
certain operating conditions. These nonuniform flow conditions became greater
at the lower pressure ratios. Fortunately, the actual device performance
seemed to be less sensitive to these nonuniformities than was predicted.
Since constant conditions were assumed to exist across the manifolds in the
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computer model, discrepancies between experiments and the code are not
surprising at conditions which produced nonuniform external flows. Upgrading
of the code to include a two dimensional manifold flow model would be very
desirable to better model actual flow conditions. However, the general
agreement between the predicted and measured efficiencies gives enough
credibility to the code that predictions can reasonably be made to determine
effects of device configuration and operating parameter changes.

Performance projections have been made for energy exchangers which
could transfer approximately 100 kW as did the test machine to determine the
configuration and maximum efficiency which could be expected. These
projections indicate that using an optimal driver outlet port width and
location could increase the efficiency to approximately 76 percent. If, in
addition, the blank endwall regions were reduced from that used in the test
device to the minimum required for operation, leakage would decrease to
approximately 1 percent of the total flow and improve the efficiency by 3 to 4
efficiency points. Changing the low pressure port widths and locations
slightly to optimize real energy exchanger operation would improve efficiency
by almost one efficiency point, moving the high pressure ports relative to
one another is projected to have a similar effect. The energy exchanger code
indicates that the combined effect of all of these changes would provide a
transfer efficiency of 80 percent for an optimized, 100 kW size energy
exchanger.

A few additional calculations have been made to evaluate the potential
efficiency of large energy exchangers. Devices considered were similar to the
optimized small energy exchanger and operated at similar conditions but were
scaled up to handle 100 to 1000 times more flow. Projections indicate that
work transfer efficiencies as high as 85 percent may be feasible for such
large scale devices.

4 Detailed Flow Ibazure t~n~s and Comutations

Very good agreement can also be shown between measured and computed
pressures within the rotor tubes as they rotate through repetitive cycles.
These comparisons are made for tests at conditions both without (Figure 4) and
with (Figure 5) flow through the wave management ports. Computed and measured
pressures at the inlet end of the rotor are shown as a function of tube
angular position, e, through one rotation. The zero angle location was I
designated to be at the start of the low pressure, driver gas exhaust port.
Pressures measured at fixed locations on the inlet manifold plane are also
shown as discrete data points on these figures. Pressures measured
continuously on the rotor and at the adjacent endplane are in very good
agreement, although some electrical noise is evident for the on-rotor data.
Agreement between computed and measured pressure histories is quite good in
the active portion of the cycle (i.e.,O < 160 ). Comparison of Figures 4 and
5 demonstrates the effectiveness of the wave management ports in cancelling
pressure disturbances.

The efficiency data, the pressure data from endwall and on-rotor
transducers, and the computed flow properties led to a greatly increased
understanding of the operation and performance of real energy exchangers
and of the dominant wave mechanisms. Principal waves and loss mechanisms have
been identified and are discussed in detail in Reference 3. In the later I
portion of the test program when the code was operational and its accuracy

optimize performance. Additional calculations were used to predict

performance improvements which would be expected to derive from changes in the
test device configuration and scale.
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oFlow Fields Produced by Pipeline Explosions
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Abstract The accidental bursting of a high-pressure gas
pipeline has been modelled both in the laboratory using a
special variant of shock tube with a wall-mounted diaphra6 d,
and by computation.

The effect of bursting time and driver gas
properties on the flow at various points in the vicinity ofthe burst has been studied and recommnendations have been

drawn up in relation to hazard avoidance.

4

Introduction

The increasing concern over the past decade with industrial health
and safety has led to a requirement for a greater understanding of the hazards
egin the nuclear power and petro-chemical industries resulting from the
explosion of pipelines containing gas or vapour at high pressure.

The nresent work makes use of a variant of the shock tube to simulate the
bursting of such a pipeline.

Pressure measurements both inside the pipe and in the vicinity of the
bursting diaphragm, augumented by schlieren photography of the emerging flow
field have given an insight into the basic nature of the flow and have
established its resemblance both to gun muzzle flows and starting flows of
short-duration rockets. Computer modelling has reproduced several of the main
flow features and has provided good quantitative predictions of peak over-
pressure at various points in the flow field. Regions of particular potential
hazard in the context of pipe explosio. are identified. Information is also

presented on the influence of fracture rate on peak blast over-pressure, and
on the decay rate of the blast with distance from the burst for a variety of
high-pressure driver gases.

-.-. .
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2.1 Shock-Tube Pipeline Explosion Simulator
The shock tube used for the simulation of the pipeline explosions is of

2-inch square internal cross section and has a special test-section with a 2-
inch square aperture cut through the tube wall. A diaphragm is initially
clamped over this aperture by means of a special flange.

The diaphragms used to date have been of half-hard aluminium, their
bursting pressure and petal formation controlled by milled diagonal grooves.

These typically range from 25% to 75% of the basic sheet thickness and
give bursting pressures consistent to ±6%, in addition to producing reliable
petalling.(1,2)*

The shock-tube is mounted on trestles with its axis 4ft above the
laboratory floor and a vertical wooden board 8ft square is attached to the
trestles as shown in figure 1. The diaphragm clamping flange fits flush into
a hole in the wooden board, the arrangement serving to simulate a burst Just
below ground-surface.

2.2 Conventional Shock-Tube
Information on the bursting characteristics of diaphragms similar to

those used in the blast simulator was obtained from the same shock tube used
in the conventional mode. Glass end-windows allowed direct spark photography
of the bursting diaphragms for opening-rate measurements. Slit windows in the
side-walls adjacent to the diaphragm clamping flange allowed opening-rate
measurements by means of a light-beam/photomultiplier technique. The results
are shown in figure 2.

Finally, a pair of schlieren windows extending across the full depth of
the tube and forming the actual diaphragm clamping surface at their upstream
edges, allowed flow visualisation of the earliest portion of the shock
formation process.

The diaphragms used for this work were grooved in an H-configuration so
as to produce two equal flaps on bursting, and thus generate an almost two-
dimensional starting flow. The results are shown in Plate 1.

2.3 Experimental Measurements
The experiments carried out were aimed principally at:I a) determining the pressure history both in the environment adlacent

to the burst, and inside the shock-tube andV b) obtaining qualitative information on the nature of the external
flow-field produced by the burst.

Two approaches were used to determine the pressure histories. The first

was based on the use of free-mounted blast gauges while the second involved
the. introduction of a large splitter-plate on the flow centre-line (figure 1)
so' facilitating the use of pressure transducers in the more orthodox wall-
mounted mode. In each case, pressure-sensing elements of both the piezo-
resistive and piezo-electric types were used. It proved necessary to isolate
the latter from mechanical vibration of the mounting probe or splitter plate,
by the use of a soft suspension which gave a natural frequency of less that
1OHz.

The piezo resistive gauge elements were substantially insensitive to
mechanical vibration but their signal-to-noise ratio and resonant frequencies
fell short of those of the piezo-electric types.

A further pressure transducer was symmetrically wall-mounted in the shock
tube immediately opposite the diaphragm aperture, so as to indicate the
stagnation pressure of the diaphragm flow.

Qualitative information on the development of the external flow-field in
the vicinity of the bursting diaphragm was obtained by conventional delayed-
spark schlieren photography.

Numbers in parentheses relate to references
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3. Computer Modelling
The flow in the pipe interior has been computer-modelled using a two-

dimensional Eulerian finite-difference code (3), and the same code in axi-
symmetric form has been applied to the external flow-field. The properties of
the two-varying flow fields were conservatively matched at the diaphragm
interface. The external field was modelled over an axial distance of 1.0m and
a radius of .5m, using a grid of cells with dimensions of .n25m square. The
calculations were advanced in time-steps of not more that 5.0 x 10-6 to ensure
stability in the finite-difference equations.

4. Diaphragm Opening Time
The simplest model of the opening process of a metal diaphragm assumes

that the petals are freely hinged at their roots and that throughout the
opening process, a pressure equal to the shock tube driver pressure acts
normal to the petal inside surface. If the pressure downstream of the petal
is ignored, this gives an opening time t, for the triangular petals used in
the present work of

t =(Pd, L/ 2 p4 )
3.1

It
where td is the diaphragm thickness,Pd the diaphragm material density, and
2L the petal-root width.

Significant departures from the simplifying assumptions described above

occur in practice. These are due mainly to:
a) the reduction in papplied to the petals the

a threutoinpressure apidtthpelsas teprimary4rarefaction strengthens during petal folding,
b) the reduction in pressure of the petals associated with the kinetic

energy increase in the flow accelerating towards the progressivelyI ' increasing aperture and
c) the bending resistance of the petal edges. These factors together

with the initial deflection of the pressurised diaphragm represented
as a petal angle 0 are incorporated in a realistic opening time
analysis.

At a given instant in the diaphragm opening process, it is assumed that a
quasi-steady flow accelerates from the tail of the primary rarefaction to
sonic velocity at the point of exit from the diaphragm region.

This allows the calculation of a time-varying moment Mg on the diaphragm
petals which is given by:

L 5ecE

M 2/3L 3 p/p - I )(y/L) d(y/L), 3.2

where p* is the quasi-steady critical pressure.

Equating mass flows at the tail of the rarefaction and at the diaphragm exit
gives:

It is convenient to express the vr-perties behind the rarefaction wave in terms
of the tail slope N in the x - t plane, (4)-N =(I/a 4 ) dx/dt
and N is then related to e by." - " !..

-;; .....
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( +NX I -(Vy N/)NI2) 2 /'.1) .(1+ (-)N2/2) (Y1)/2(y)

r-0.5 43.4

Combining the results of equations 3.2 to 3 .4 to give the value of p*, the
moment M is calculated as a function of 0 •

Whe§ such calculations are combined with evaluations of the bending
resistance of the petal edges, the resulting equation of petal motion is:

r L fecE

ScoSeo/( 4 p*/LJ P/p-1)(yL) d(yL)

-3td26S/L L (cosEO + I + co o 3.5
The second item in the square brackets represents the effect of root

bending stiffness.Integration of the angular acceleration equation giveg the
results shown in figure 2.

5. Results
5.1 Diaphragm Opening Rate

The effect of root bending stiffness is seen to increase the overall
Iopening time by some 40% compared with the freely-hinged case. Experimental
* measurements of petal motion obtained, as outlined in section 2 show that

although the initial petal motion is less rapid than predicted, the overall
opening times are well estimated, from equation 3.5. Plate 1 shows one of
the multi-spark diaphragm opening pictures from which the evs time values were
determined.

5.2 Schlieren Studies
Plate I also shows a sequence of single-spark schlieren photographs of

the flow emerging from a folding 2-flap diaphragm. The initial diaphragmpressure ratio was 15.1. A well defined central supersonic Jet appears on
most of the frames with a distinct taper downstream associated with the
unsteady nature of the exit region and the progressive increase in initial let
width with time.

In the earliest pictures the coalescing compressions from which the shock
will shortly form are also well defined ahead of the contact region.

Plate 2 shows corresponding results for the flow emerging into the
atmosphere from a folding 4-flap square diaphragm. Two sequences of pictures
are shown, one taken using nitrogen as the driver gas, the other with helium
as driver.

In neither case has the compression wave system ahead of the contact
surface coalesced into a single blast wave, though the helium results
demonstrate the more rapid coalescence. The plume of driver gas is of course
three dimensional and its internal features are masked by the turbulent
eddying exterior. However, the general form of the plume differs markedly
from its shock-tube counterpart but is quite similar to that shown in Plate
3. This wss produced by the firing of a short duration rocket-motor.(6) The
flow-fields produced by such devices have been well understood for several
decades.(5) Figure 3 illustrates schematically their most important
features. These include an expanding supersonic jet of propellant gas
te'iinated downstream in a rearwards-facing Mach disc and flanked by oblique
she..s, the above shock system providing the appropriate thermodynamic changes
to match conditions at the extremities of the plume to those produced in the
atmosphere by the receding blast wave. The similarity in the exterior shapes
of these plumes is an indication of a further resemblance in the two wave
systems underlying them.
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5.3 Measured and Computed Pressure Histories

The wall stagnation pressure history shown in Figure 4 shows that
following an initial pressure reduction from p4 resulting from the arrival of
the primary expansion from the diaphragm, a brief period of mechanical
vibration of the tube walls occurs followed by a period in excess of 4.Oms of
virtually constant pressure. External blast wave measurements may be made
throughout this period without loss of uniformity in driver conditions through
the arrival of the reflected rarefaction wave.

The measured level is slightly higher than both the value predicted by
the theory in Section 4 and the computed results. This is almost certainly due
to vena contracta at the aperture leading to a slight over-estimate of the
effective fully open area.

The axial pressure histories shown in figure 5 illustrate several
important flow features. Firstly, the compression front is characterised by a
relatively shallow gradient. The pressure rise time is of the same order as
the diaphragm opening time and the corresponding schlieren photographs confirm
the finite extent of the coalescing compression wave system.

Almost as soon as peak pressure is attained a pressure drop occurs, over
a time scale appreciably shorter than the original rise. This represents the
effect of the Mach disc which is seen to travel downstream to each successive
gauge station in turn weakening as it does so. At the first station the
pressure drop at the Mach disc far exceeds the rise caused by the blast, and
might indeed represent the more serious hazard in a real pipeline explosion.

The large-amplitude pressure fluctuations which arise at each station after
the passage of the Mach disc may be linked with the persistence within the
plume of driver gas of the disturbances which gave rise to the secondary
wavelets visible in many of the schlieren photographs.

Several of the flow features described above are reproduced in the
corresponding computer predictions. The peak blast over-pressures are mainly
in good accord with measured values and the Mach disc is quite well
represented though the suction peak at the first gauge station is of only half
the measured magnitude.

Figure 6 shows a typical trace obtained from the gauges arranged in a

column at right angles to the flow centre-line. The record at position 1 is
essentially as discussed in connection with figure 5 but the traces from
position 2 exhibit a pronounced double peak with a repeatable time interval U

between. The feature is consistent with the motion over the transducer face
of the following flow features:

a) the primary blast wave giving the first peak
b) the Mach disc, giving the ensuing steep pressure reduction
c) the oblique shock at the edge of the plume giving the rapid pressure

recovery followed by a more gradual tailing off.
The third record from a gauge at a greater distance from the flow centre-

line does not show the double-peak feature. This indicates that the oblique
shock lies between the two transducer locations 2 and 3.

5.4 Effect of Opening Rate
A striking feature of th . results relating blast pressure to diaphragm

opening rate is the very rapid decrease in pressure occurring as the opening
rate decreased. This feature, which is illustrated by the results shown in Fig-
ure 7, was observed at each of the transducer stations and would appear to have
considerable significance in the general context of explosion hazard. The in-

dication is that a ductile type of pipe fracture extending over a time period

which is long compared with L/a4 is likely to produce lower blast-over pressure z
than the sudden shattering of the walls of a brittle pipe. The further indica-
tion is that this effect will extend to a distance in excess of five pipe

diameters from the burst.

'F__ @
__________
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5.5 Effect of Driver-Gas Sound Speed
As in the case of the simple shock tube, it is anticipated that with

helium as the driver gas, the blast over-pressure should be greater, for the
same P4 and diaphragm opening time than with air or nitrogen as driver.
Carbon dioxide on the other hand should prove a weaker blast than air again
under corresponding conditions. All these predictions were confirmed in the
present experiments though the differences in blast amplitude and velocity
were not especially great.

Figure 8 shows that the peak blast pressure ratio p2 /p4 when plotted

against the dimensionless distance parameter X.4, collapses towards the
curve: -- 165

6. Conclusions
a) The flow field produced by a diaphragm bursting in unconfined space has

been found to display many important features in common with gun muzzle
flows eg. Mach disc barrel shocks and the same distinctive plume shape.
An understanding of these features is essential in the assessment of
near-field hazards caused by pipe explosions.

b) Computer predictions of many of the above features are in good accord
with experimental observations.

c) Speed of rupture has an important influence on peak blast over-
pressure. Ductile fractures simulated by slowly-opening diaphragms give
much-reduced blast amplitudes compared with fast fractures.

d) A scaling law concerningaxial blast decay shows that the pressure
diminishes approximately in proportion to the one-sixth power of distance

over the first few pipes diameters of travel.
c) The peak suction some 2 diameters downstream of the diaphragm is

considerably in excess of the peak over-oressure and could provide the4 " major source of hazard in a pipeline explosion
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STUDIES ON MEHHANICAL AND AERODYNAMICAL

BLAST-ATTENUATION DEVICES

L.Z.Dumitrescu, A.Mitrofan and S.Preda

INCREST-National Institute for Scientific and$ Technical Creation 77962 Bucharest, Romania

Protection of personnel and/or equipment in enclo-0 sures against strong blasts involves the use of
fast-action valves to shut off ventilation inlets
and other openings. Such a device was submitted to
shocks up to 5 atms in a large shock-tube facility
and after redesign adequate strength was demons-
trated..-.

It"was also found that the incident pressure
jump is transmitted, with little attenuation,
through the valve, during the closing processI(2-10 msecs), and means to reduce it were sought.
To this purpose, a simple model of the relevant
wave phenomena was developed and experimental
simulations were performed in a small shock-tube.
Various types of devices, mainly based on diffrac-
tion effects, were investigated, showing that I
simple but effective solutions can be developed.

Finally, the dangers of focalisation effects
of the primary blast are recalled, in the case of
improperly designed geometries at the valve inlet.

It
Introduction

There are various circumstances in which personnel and/or
equipment have to be protected, in enclosures, against strongblasts. One common feature is the use of some kind of fast-action

valves, to shut off ventilation inlets and other openings, under
the action of the blast itself. In this connection, three main
problem areas are to be dealt with: (i) to provide and check the
mechanical strength of the valves; (ii) to ascertain whether the
main blast impulse is properly Rttenuated and, if necessary, to
take further measures to reduce it; and (iii) to ensure, by
adequate aerodynamic design of the surrounding structures, that
focalisation of the main blast will not occur, overstressing the
valves and other inlets.

This paper presents some experiments carried out at the
INCREST, in the course of a program which addressed the above sub-
jects; it should be pointed out that the application field of the

,I results is quite diversified, including protection against explo-
sions in coal mines and steam power plants, a.s.o.

Li

- .'
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Development of a fast-closing valve

Various types of valves designed for this application are
described in the literature (e.g.ref.1); they have to fulfill a
number of conflicting requirements: adequate strength to resist
the maximum design impact loads (ranging from 1 to over 20 atms),
positive closure under the action of much weaker shocks (typically
0.05 atm), low aerodynamic resistance (head loss) in the open posi-
tion, foolproof operation, minimal attendance and maintenance.

One such valve, of the venetian-blind type, has been subjec-
ted to tests in the large shock-tube of the INCR5ST (figure 1).
This facility, described at the XII-th Symposium , has a length of
170 m, 900 mm ID and a design overpressure of 22 atms.

Figure 1.
Installation of
the valve for

' testing in the
S .... shock-tube.

A
!I

To obtain the required shock strength, the driver lengthof
the tube was charged to 10.5 atms; scribed mild steel diaphragms
(two I mm sheets) were used, which gave very consistent results.
The measuring equipment was standard, with a counter chronometer
to measure the shock speed (and subsequently to compute the reflec-
ted shock overpressure); pressure transducers monitored the up-
stream and downstream events (figure 2). The duration of the re-
flected shock pressure plateau was over 50 msect, quite sufficient
to check the operation of the valve.

Figure 2.
Oscilloscope re-
cording of the

: -primary and reflec-
ted shock, upstream

___ of the valve. Time
base, I msec/sq.
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The first series of tests showed that the designers of the
valve had grossly underestimated the severity of the shock loads,
and a complete redesign was necessary before producing a satis-
factory piece of equipment.

This experience prompted the decision to submit, on a routine
basis, samples of production valves, to the same check in our fa-
cility, and no further troubles were encountered with the new
design.

As mentioned above, the pressure rise downstream of the valve
was also recorded, showing that the closing duration of the blinds
was short, but finite (about 10 msecs for a 0.5 atm shock, diminish-
ing to about 2 msecs for the strongest blast) and that, during this
period, the primary shock could pass, with little attenuation,
through the device. On the recording of figure 2, this closing
process is also discernible on the upstream pressure trace. Since,
very often, behind the valves there may be equipment subjected to
damage (such as sieves, filters a.s.o.), a study was undertaken,
to find means for further reducing the severity of the transmitted
impulse.

A model for the wave process associated with the operation of the
valve

First, it should be pointed out that the typical pressure

signature of a strong blast (figure 3) shows a decay with a time
dconstant of the order of a second.

Figure 3. The primary and I
Atransmitted pressure

impulse.

lOmsec lsec f

The effects of the blast on a structure depend on its peak
overpressure, but also on the total impulse I. Now, as mentioned
above, the duration while the valve is open is much shorter and,

therefore, the transmitted impulse is greatly reduced, although
the primary shock jump may not be significantly attenuated. In
view of the above, it seemed reasonable to replace, for the pur-*1 poses of our study, the real blast shape with anormal shock,
followed by a constant pressure plateau, of a duration covering byL I some margin the closing time of the valve.

A simplified model of the wave train generated downstream of
the valve may then be conceived by assuming that, during the first
instants, while the valve is open, the primary shock is transmitted
as such, and it i. convenient to imagine a-piston, whose motion
produces the shock (figure 4).

The valve closure is then equivalent to stopping the piston,

VNI_ _ _
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0/ i

P Q

Figure 4. Wave diagram modelling the closing sequence of the
valve
CAB-piston path; OMN-primary shock; AMN-expansion wave;
t*-time lag of valve closure; (a)-pressure variation at sta-

IItion P; (b)-ditto, at Q.

which generates an expansion wave that propagates downstream, I
eventually to catch up with the shock; the time evolution of the
overpressure at apoint in the downstream duct, as sketched in fi-
gure 4 (a), is very similar to actual recordings.

Of course, the strength of the transmitted shock depends on
the area of the downstream duct, relative to the free passage area
of the valve itself, a point to be discussed later; here we note

that the wave diagram sketched above is very similar to the
*description of events in a shock-tube having a short driver cham-

ber and operated at low to moderate Mach numbers. This remark
allowed us to undertake an experimental study of various means for
reducing the strength of the transmitted impulse.

The efficiency of shock-attenuating configurations

Our problem is then the following: given a pressure pulse of
the shape shown in figure 4 (a), to find means for reducing: (i)
its peak overpressure; (ii) the total impulse; and (iii) the ini-
tial pressure gradient. On the other hand, constraints are imposed
by the requirements of low steady-flow head loss, limited occupied
space, and low cost.

1. A first idea would be to make use of viscous dissipation,
and frequently various types of filters (sieves, pebble beds a.s.o.)
are installed, which could serve the purpose. However, these might
produce considerable head losses and, sometimes, the problem of
protecting the filters themselves to excessive loads may arise.

2. Another, conceptually simple solution is to reduce the
shock intensity by expanding the flow in a large buffer chamber.

L



1-

Blast-Attenuation Dea ces t7571

The method is effective, but may be costly to implement; one should
also be careful to protect objects placed along the centerline of
the valve, inside the chamber, since experience shows that the
blast is far from decaying spherically, and quite sizeable over-
pressures may be recorded along the flow direction, even at some
distance from the outlet.

3. Our attention was then directed to using the shock diffrac-
tion as a possible mechanism for dissipating the impulse energy.
The idea would be to fragment the primary shock through multiple
diffractions inside a suitably-configured structure; thus, the
requirement of smearing the main shock front is achieved; then,
vortices and turbulence would act and dissipate the overall energy
of the pulse.

This concept originated from a reasessment of a series of
experiments carried o1it some 15 years ago 3 ; it was found then, that
when a shock wave was propagating through a duct having a sharp 90
degs. bend, a complicated diffraction pattern developed, resulting
in the transmitted shock being replaced by a train of lower-ampli-
tude waves. By contrast, in a rounded bend, the shock passed almost
unaffected.

Starting from the above considerations, a series of experi-ments was undertaken, in a small shock-tube (length 4 m, ID 56 mm,
charging pressure 1 atm), with a variable-length driver chamber,

mounting various shapes of obstacles at the downstream end. It wasi assumed that, in the relevant range of parameters, the pressure

level, as well as Mach and/or Reynolds number simulation are not
essential. Diagnostic tools included pressure recordings and
Schlieren pictures. In figure 5, some of the models tested are4 sketched.

Ib

d 9

Figure 5. Various types of shock-attenuation configurations.

_ _ _ NI
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The method is effective, but may be costly to implement; one should
also be careful to protect objects placed along the centerline of
the valve, inside the chamber, since experience shows that the
blast is far from decaying spherically, and quite sizeable over-
pressures may be recorded along the flow direction, even at some
distance from the outlet.

3. Our attention was then directed to using the shock diffrac-
tion as a possible mechanism for dissipating the impulse energy.
The idea would be to fragment the primary shock through multiple
diffractions inside a suitably-configured structure; thus, the
requirement of smearing the main shock front is achieved; then,
vortices and turbulence would act and dissipate the overall energy
of the pulse.

This concept originated from a reasessment of a series of
experiments carried out some 15 years ago 3 ; it was found then, that
when a shock wave was propagating through a duct having a sharp 90
degs. bend, a complicated diffraction pattern developed, resulting
in the transmitted shock being replaced by a train of lower-ampli-
tude waves. By contrast, in a rounded bend, the shock passed almost
unaffected.

Starting from the above considerations, a series of experi-
ments was undertaken, in a small shock-tube (length 4 m, ID 56 mm,
charging pressure I atm), with a variable-length driver chamber,
mounting various shapes of obstacles at the downstream end. It was
assumed that, in the relevant range of parameters, the pressure
level, as well as Mach and/or Reynolds number simulation are not
essential. Diagnostic tools included pressure recordings and
Schlieren pictures. In figure 5, some of the models tested are4sketched.

b
f

C

d /

Figure 5. Various types of shock-attenuation configurations.
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(a) The first model simulated a small buffer chamber, having
an enlarged area three times that of the duct. Results showed that,
although at the exit of the chamber some attenuation of the primary
shock is present, very soon the shock reshapes itself and little
advantage remains. This self-stabilizing property of shock waves
is, incidentally, the main explanation of the working principle of
the shock-tube.

(b) Better results are obtained if one inserts a number of
baffles inside the buffer chamber. These generate a series of dif-
fractions of the primary wave, while the sharp edges of the baffles
give birth to a number of vortices, which contribute to dissipation.

(c) Going further along these lines, it was tried to induce
a thorough fragmentation of the shock, by inserting in the duct a
cone, having a large number of small perforations; it was found,
however, that the shock reestablished itself quickly, without any
significant attenuation, so that this configuration had to be
abandoned.

(d) Much improved attenuation was produced by configurations
generating large-scale diffraction patterns and concentrated eddies;
an example is a couple of sharp bends having turning angles of over
90 degs (actually, 135 degs were tried), forming a Z traject. The
Schlieren picture of figure 6 shows the complicated wave structure
into which the primary shock is broken. As a result, the initial
shock front is substa ially smeared, as may be seen in figure 7.

1

Figure 6. The diffraction pattern in a couple of sharp
135 degs. bends.
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Figure 7. Pressure
_ _recording down-

stream of the
sharp bends of
figure 6.

(e) This solution may be further improved, e.g. by placing in
series two such configurations, in a double Z pattern. Such a struc-
ture is easy to build and does not induce unacceptable head losses
in steady flow.

(f) By applying the same concepts, one may also improve the
efficiency of buffer chambers without increasing their volume,
by not letting the valve to discharge directly into the chamber,
but providing two lengths of tubing inside the chamber, at the
inlet and outlet, as shown in figure 5, f.

(g) Even further attenuation and boadening of the shock front
is obtained by bevelling the ends of the tubings described above.
Such a design is also relatively easy to implement, even in exist-
ing sites, and should be recommended.

4. In addition to these various configurations based on dif-
fraction processes, another, very simple solution has been inves-
tigated. Refering back to figure 4, one may see that the primary
shock, after being transmitted through the valve, will eventually
be caught by the expansion wave generated at the valve closure;
thereafter, the shock will be gradually eaten up by the expansion
(figure 4, (c)). Therefore, it suffices to provide, downstream
of the valve, a tubing of the requested length, to take advantage
of this process. The catch-up distance, X, is readily computed and,
in the M5 range relevant to our problem, is of the order of 10 to I
15 times-a 0t , where a is the sound speed, and t, the closing
time of the valve. Experiments in the shock-tube fully confirmed
these considerations. In view of its simplicity, this solution is,
perhaps, the most practical, in addition producing low head losses,
little structural design problems, a.s.o. In case a sufficient
length cannot be accomodated, one may combine this solution with
one of the above, e.g. by placing at the tube end, a Z or double
Z bend (figure 8).

Figure 8. An efficient configu-
15 -20 a* nv ration for reducing the strength

of the transmitted shock.

i ,
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Finally, it should be pointed out that, in most cases the
intensity of the transmitted shock is somewhat reduced with regard
to the primary blast, by the mere fact that the downstream duct has
usually, a larger cross-section than the free passage area of the
valve in the open position.

Prevention of focalisation effects

We now turn our attention to phenomena taking place at the
entrance to the valve, when it is struck by the blast. It should
be pointed out that the direction from which the blast could arrive
is seldom known exactly and, therefore, a worst case has to be con-
sidered, namely that of frontal impingement. If the valve is
mounted flush with a plane wall (or the ground), the peak over-
pressure would correspond to that behind the reflected shock, and
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Figure 9. Amplification of shock waves in conical cavities.
a - The effects of shallow cavities.
b - The effect of deeper cavities. 4
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this would be the intensity of the transmitted pulse through the
valve, while open. However, the geometry oi the inlet may produce
important effects.

In this connection, we recall here some results of a former
experimental study , on the overpressure produced at the end-wall
of a shock-tube, if a cylindrical recess is present. It was
found that even very shallow cavities (L/D=0.02) produced visible
pressure peaks, while the presence of a longer tubing (L/D=1.0)
doubled the reflected shock overpressure.

Even more drastic is the effect of a conical cavity, as shown
in figure 9: for a ratio L/D=0.2 the pressure jump is doubled,
while at L/D=2.0 a tenfold amplification is found. Unfortunately,
it is not uncommon to see such configurations in actual sites.

Bearing these in mind, one should take care to avoid geome-
tries which might produce focalisation effects. The simplest way
is to mount the valves flush with the walls; one may also use some
form of protection, following the ideas discussed in the preceding
section, e.g. by installing a properly-designed buffer chamber in
front of the valves.

I Finally, one should mention that, in some instances, the
severity of blast loadings may depend 5on large-scale features of
the terrain and/or structures present , and some sort of model
testing of the whole site might be warranted. A large facility,' like the one mentioned, would be useful in such a project.

Conclusions

~ The shock-tube proves itself again to be a versatile tool,
enabling a large variety of subjects to be investigated, and
systematic application of concepts related to wave propagation and
diffraction leads to the development of solutions to a problem
with manifold practical implications.
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RESPONSE OF A ROOM SUBJECTED TO SIMULATED SONIC BOOMS*

N. N. Wahba, I. I. Glass and R. C. Tennyson

CInstitute for Aerospace Studies, University 
of Toronto

Toronto, Canada

SThe response of a room of plaster-wood construction
with an open window subjected to sonic-boom loading was
investigated both analytically and experimentally. First,
the pressure variations inside the room were predicted ana-
lytically by viewing the room as a Helmholtz resonator.
The UTIAS Travelling-Wave, Horn-Type, Sonic-Boom Simulator
was then used to generate sonic booms in order to check the
analysis. The measured room pressures were in good agree-
ment with the predicted results. The room overpressures in
some cases were found to be twice as great as that in the
incident sonic booms. Second, the structural response of
the room walls due to the pressure loading was also pre-dicted analytically and the results compared to experiments

using strain gauges. The agreement between analysis and
experiment was very satisfactory. The effect of various
physical parameters such as sonic-boom duration, room

volume and window area were investigated. Third, the
statics and dynamics of a cracked plaster-wood wall were
investigated using a finite-element method and checked
experimentally.

I The analysis and experimental data can be useful in
assessing structural damage caused by supersonic-aircraft
overflights.

INTRODUCTION

Sonic boom is the transient pressure wave experienced by an observer
exposed to the shock-wave system created by a supersonic aircraft. The sonic
boom has an overpressure signature that resembles a letter N, as illustrated
in Figure 1. Therefore, it is often called an N-wave. This wave can be
defined by the peak overpressure Po, total duration T and risetimes of the
front and tail waves tr and tf, respectively. Typical values of the peah
overpressure, duration and risetimes are 100 N/m2, 200-300 ms and 1-5 ms,
respectively, for a current supersonic transport (SST) aircraft such as the
Anglo-French Concorde, Soviet TU-144 or a large military bomber like the B-58.

*This work was supported by Transport Canada Research and Development Centre,

the Natural Sciences and Engineering Council and the U.S. Air Force under
Grant AFOSR-77-3303.
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pml Figure 1. Typical N-wave pressure
signal.

A shorter fighter aircraft such as the F-16 produces a sonic boom with a dura-
tion correspondingly shorter at about 100 ms.

As a building is subjected to a sonic boom, pressure disturbances are
transmitted into the interior of the building through open windows and doors
and through its structural elements according to their flexibilities and sound
transmissibilities. Theoretical studies of the dynamic response of buildings
to sonic-boom loading have been limited to very idealized mathematical models
such as a single degree of freedom system, beams or isotropic homogeneous
plates (Refs. 1-5). However, these simplified models cannot accurately repre-
sent the detailed response of a typical house (Ref. 6) owing to a lack of
representation of many factors such as the coupling between the structural
elements, the interaction of the air cavities and the structure of the build-
ings as well as a lack of knowledge of the mode shapes, natural frequencies
and structural damping of the elements.

Several overflight tests were conducted in St. Louis (Refs. 7, 8),
Oklahoma City (Refs. 9-11), White Sands (Refs. 10, 11) and Edward Air Force
Base (Ref. 12) using military aircraft to generate sonic booms. The objective
of these tests was to study the reaction of communities to sonic-boom exposure.
Respondents had a negative attitude toward the sonic boom. One of the serious
concerns was the possibility of building damage due to sonic-boom loadings.
The graph in Figure 2 illustrates the various types of reported damage men-
tioned in complaints and indicates their frequencies as a percentage of the
total (Ref. 7). Although plaster cracks were reported most frequently (about
43% of the total), many cases were considered to be doubtful. The reported
damage was considered possibly valid in only about 20% of the cases investi-
gated (Ref. 8). In plaster walls for example, the situation is complicated
because plaster never appears as a single structural element. However, the
existence of a large number of stress concentrations do exist in corners and
at the junctions of ceiling and walls.

PLM CRACKS 7 7 Figure 2. Bar graph showing
types of damage due to sonic

SROKEN WIRDW SLAW- booms reported in complaints

WuL & FONDATION RACKS (but not validated) in the
Greater St. Louis area. Per-

BROKEN TILE G MIRRORS centage values of abscissa are

BROKEN mC-A-mnAc based on a total of 3,114 com-
plaints for which data were

URoNEN APPIANCES ]available (Ref. 7).

MISCELLANEOUSWA

o 10 20 30 40 50

PERCENT OF TOTAL REPORTS

I'.---
--" ....-l i ll III ... .....



17641 Wahba et al.

Overflights proved to be disadvantageous mainly because of the substantial
organization involved and associated costs. Consequently, laboratory tests
were conducted in the UTIAS Travelling-Wave Horn-Type Sonic-Boom Simulator
(Ref. 13), where fatigued plaster panels of relatively small area (40cm x 40cm)
were first subjected to sonic booms to test the so-called "life-time" concept
produced by weathering and stress cycling. The results showed that panels of
this type could withstand sonic booms for centuries without cracking (Ref. 14).

The objective of the present program was to obtain both analytical and
experimental data for an actual plaster-wood room subjected to controlled
sonic-boom loading. The purpose was to study the possibility of damage arising
from resonance conditions.

SIMULATED SONIC BOOMS

The UTIAS Travelling-Wave Horn-Type Sonic-Boom Simulator (Refs. 13-16) was
used to generate sonic booms. The simulator consists essentially of a steel-
reinforced concrete horizontal pyramidal horn (25m long with a 3m square base).
A unique dual flap-type mass-flow valve is installed near the apex of the horn
to regulate the release of stored air from a high-pressure reservoir into the
horn. This sudden discharge creates a travelling N-wave that propagates to
the large end of the pyramid. The design, operation and performance of the
sonic boom-simulator are described in Ref. 16. The open base of the horn is

Icovered with a recoiling porous-piston reflection-eliminator to minimize the
undesirable reflection of the sonic-boom signals from the open end of the horn.
A full scale test room is linked to the horn interior by a l.8m x 3.6m cutout.
This cutout is sealed with a 1.9cm thick wooden board to permit various sizes
of openings. The inner dimensions of the room are as follows: 2.42m high,
4.1m long and 3.2m wide. The walls and ceiling of this room are made of plas-
ter-wood construction. A schematic diagram of the sonic-boom simulator is
shown in Figure 3.~StruChwoI

ToI S4e" MAIN BUILDING Figure 3. Plan view of travel-

, r, S-ite ... .no ling-wave sonic-boom simulator.

PLAN VIEW

The peak overpressure and duration of the simulated boom can be controlled
independently such that either one is less than, equivalent to, or greater than
that obtained for an actual aircraft. Figure 4 shows oscilloscope pressure
traces of simulated sonic booms for three different durations (100, 190 and
285ms) measured at a distance of 21.3m from the apex of the horn. There are
weak pressure perturbations superimposed on the N-wave resulting from the fact
that the base of the horn and the reflection eliminator are enclosed in a room
which includes the test room. Therefore, the wave leaving the horn is partial-
ly reflected from the walls and propagates back into the horn through the
porous piston. Furthermore, as the room air responds according to the wave
leaving the horn, much like a Helmholtz resonator, additional pressure pertur-
bations follow the reflected wave into the horn.

PRESSURES INSIDE A ROOM SUBJECTED TO SONIC BOOMS

The pressure induced in a room by a sonic boom incident on an open window

... . . . .... . . .. ... ... . . .. ... .. .. .. ..... . .. .. ... .. .. I
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Figure 4. Overpressure vs time for varying simulated sonic boom duration.
Vertical scale: 54 (N/m2)/div.
(a) T = 100ms, time base 5Oms/div; (b) T = 190ms, lOOms/div; (c) T = 285ms,
100ms/div.

was investigated both analytically and experimentally in some detail (Ref. 17).
The room was assumed to be a rigid enclosure of volume V having a window with
an opening of area A. It was found that the low frequency components of the
sonic boom which contain most of the acoustic energy dominate the interior
pressure profile. Based on a Fourier transform analysis it was proved that
the frequency components from 0 up to (30/2wr) Hz contain 94% of the total
energy of an N-wave. Although the high-frequency components of the sonic boom
are of importance in the study of "startle effects" in humans and animals, they
are unimportant for structural response. The different types of energy dissip-
ation associated with the window, the air, the structure and the absorbing
surfaces of the room were taken into account. It was found that the system can
be represented by a second order differential equation given by

)2 ( d ~ ) (dp)I2ivTT di-2  .dT r= M()

where Pr is the room pressure and T is the normalized time (T = t/T). There--"  fore, the riom pressure is governed by two-parameters: the damping ratio C and
the period ratio i (= t/tn where tn is the natural period of the system). Both
the damping ratio and the period ratio were related to the physical propertiesI. of the system such as the room volume V, window area A, and the average absorp-
tion coefficient of all surfaces of the room am . The analysis showed that the
system should be frequency dependent. Therefore, an analytical method based on
a Fourier transform was developed to find the pressure-time histories of the
room. The room pressure has the appearance of a damped sine wave and decays
rapidly as the damping increases (higher value of am, smaller room volume or
window area). For a lightly damped system (am = 0), the room overpressures
were found to be twice as great as that in the incident sonic boom when the
natural period of the system and the duration of the N-wave are equal.

"- .- The concept of a Helmholtz resonator was confirmed experimentally by
showing the room pressure was nearly uniform everywhere. Figure 5 shows the
pressure signatures measured at three different positions in the room. It can
be seen that the three signatures are almost identical.

Sonic booms of the type shown in Figure 4 served as incident waves. Five
window sizes ranging from 0.09m2 to 0.93m2 were investigated. Figure 6 illus-

trates the pressure-time history for a 0.9m x 0.3m opening subjected to inci-
dent waves of 100, 190 and 285ms duration. Comparisons between the predicted
and measured pressures for various window sizes are shown in Figure 7. Satis-
factory agreement between analysis and experiment was obtained in terms of
signature form, phase and amplitude. The predicted pressure oscillations
appear to decay faster and have lower amplitudes than the experimental values
owing to the omission in the analysis of the perturbations following the N-wave.
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Figure 5. Room overpressure vs time for varying interior locations. T = 190ms,
window 0.3m x 0.3m, vertical scale 54 (N/m2)/div, time base 100 ms/div.
(a) At the centre of the room; (b) at the centre of rear wall; (c) at the
centre of side wall.

Figure 6. Overpressure vs time at centre of room for various simulated sonic
booms. Window 0.9m x 0.3m, vertical scale 54 (N/m2)/div, time base 100ms/div.

(a) T lOOms ( ; 0.76); (b) T = 190ms (r 1.45); (c) -r ; 285ms ( - 2.18).
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Figure 7. Comparison of predicted and measured pressures inside room for
various window sizes. T * lOOms; - experiment, ---- theory. Window
sizes: ', (a) O.3m x O.3m; (b) 0.9m x 0.3m; (c) O.6m x O.6m; (d) 0.gim x O.6m;
.e) 1.Sm x 0.6m.
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DYNAMIC RESPONSE OF A PLASTER-WOOD WALL TO SONIC BOOMS

The test room is linked to the horn interior by a cutout as shown in
Figure 3. The inner surfaces of the walls and the ceiling of this room are
made of plaster while their outer surfaces are made of 1.Ocm thick plywood
nailed to wooden framing joists (8.9cm x 3.5cm) for the walls and (19.5cm x
3.8cm) for the ceiling. The distance between centrelines of two consecutive
joists is 40.Ocm. The room has a light-weight wooden door which was kept
closed throughout the experiments. The wall facing the opening was chosen
for the structural response study. Figure 8(a) shows a schematic diagram of
this wall and the locations where 1.27cm strain gauges were mounted. Figure
8(b) illustrates the various materials forming the wall cross-section.

y

Le) cm Plywood 35 cm Wood Joist

* *242 cm _________

(b) (a4I) ________________

.-- M16 cm - 22 cm Plaster

.410 cm

L- 410 Cm "

Figure 8(a). Schematic diagram of Figure 8(b). Cross-section of theI the plaster-wood wall indicating plaster-wood wall. I
the positions of strain gauges.

The elastic constants, such as modulus of elasticity and Poisson's ratio
for each material, were determined experimentally with the use of strain gauges
installed on a cantilever beam specimen deflected by a tip load. The stress
generated at the mounting point of the gauge may be calculated by simple beam
theory. The plaster was considered an isotropic material while the plywood
and the wooden joists were assumed to be orthotropic and hence the elastic
constants were determined both parallel and perpendicular to the fibres. The

structural damping of the wall was estimated by exciting the natural modes of
the wall using a loudspeaker and measuzing the resulting steady-state strains.

Two different methods of analysis were adopted. In the first method, the
deflections were expressed by a double trigonometric function series in space
variables (X,Y) and generalized coordinates as function of time. In the second
method, the finite-element technique was used to predict the dynamic response.
Lagrange's equations were then used to develop the following equation of motion
in a matrix form

[M] q [C) { d [K]iql = {FI (2)
dt

2

where [M], [C] and [K] are the mass, damping and stiffness matrices, respec-
tively. They were evaluated using the density, dimensions and elastic con-
stants for each individual material as well as the damping constant of the
wall. The load vector (F} was derived from the external work done by the room
pressure applied on the wa1l, and the unknown vector {q) represents the general-
ized coordinates. Solving Eq. (2) gives the natural frequencies and deflec-
tions of the wall and hence the strains e and the stresses a can be determined.

A series of tests was conducted to verify the analysis. Strains in both
the X and Y directions were measured at the locations indicated in Figure 8(a).
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A sample of the measured room pressures (the upper traces) and the correspond-
ing measured strains Eyy (the lower traces) is illustrated in Figure 9. It
can be seen that both room pressure and strain have the same appearance of a
damped sine wave and their amplitudes increase as the window size increases.
Note that the strain signals were inverted to show the correspondence between
them and the loading-pressure signals.

(0) (b) (c)

Figure 9. Room overpressure and strains at the centre of the wall vs time for
varying window sizes; time base lOOms/div, upper traces (150 N/m2)/div, lower
traces (10 pm/m)/div.
(a) Window 0.37m2; (b) window 0.56m2; (c) window 0.93m2.

While the largest strains were measured at the centre of the wall, very
small strains were obtained along the wall edges. This justifies the assump-
tion of considering the wall as a simply-supported plate. Due to the double
symmetry of the wall, the measured strains at (b) and (c) are similar to those
at (d) and (e), respectively. Strains in the horizontal direction eXX were
found both analytically and experimentally to be very small all over the plas-
ter surface. The agreement between the measured and predicted strains at
various locations for different window sizes is very satisfactory as shown in
Figure 10.

Cyy

-120-

WINDOW AREA ,03?mt

WINDOW AREA • 056 m
tfi7Z -11 I()b) _1

WINDOW AREA.,33 m0

Figure 10. Comparison between predicted and measured strains in different
locations for various window sizes. T = lOOms, - experiment, ---- theory,

time base SOms/div.
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Since the primary interest of this work was to study the possibility of
damage in such a plaster-wood construction due to sonic-boom loadings, stresses
were evaluated along the thickness of the wall. Figure 11 shows the resulting
strains and stresses in both the X and Y directions, calculated at the centre
of the wall where the largest stresses were found. It should be mentioned that
the N-wave duration and window size were chosen in order to achieve a resonance
condition for the room as an acoustic system. Consequently, higher loadings
can be provided. Due to the compatibility of the deflections, the strains are
continuous throughout the thickness of the wall, unlike the stresses which have
different values at the interface between the materials due to the change in
elastic constants.

___ __ _Z Figure 11. Strains and stresses
'Z calculated at the centre of the

wall throughout the thickness.06 c - 8 9cm cm

EXX 10I-

z Z
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I1-U, ,

-20

O'x x 02

r(Kgf/cmt0

(Kqftmt)

-2.0

Although the situation considered herein is critical since the room is

acoustically at resonance, the stresses produced due to an N-wave having an
overpressure of 150 N/m2 amount to only 7% of the yield stress of the plaster.
Therefore, one can conclude that no damage is expected for such structures
under these loadings.

DYNAMIC RESPONSE OF A CRACKED PLASTER-WOOD WALL TO SONIC BOOMS
:'=- In many cases, structural failures under loading conditions are frequently

attributed to the growth of cracks. During the past two decades, several in-

vestigators have given their attention to predicting accurately the stresses
in the immediate neighbourhood of the crack tip, as the fracture of a structure
is mainly governed by this stress field. Williams (Ref. 18) has shown that the
stresses near the crack tip tend to infinity in a way which is proportional to

* the reciprocal of the square root of Lhe distance from the crack tip. The
* strength of the singularity, which is referred to as the stress intensity fac-

tor, depends on the magnitude of the loading forces and the configuration of
the structure including the crack size. For complicated structures and
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loadings such as a plaster-wood wall under sonic-boom loading, no analytical
solutions are available owing to the inherent difficulties in evaluating the
crack tip stresses. Therefore, numerical methods, such as the finite-element
technique, are appropriate in such cases. The details of the analysis and the
results will be published elsewhere (Ref. 19).

A horizontal crack of 19cm length was artificially introduced in the plas-
ter. Strain gauges were then mounted in the immediate vicinity of the crack
tip along the crack direction. Figure 12 shows the room pressure as well as
the strains measured at the centre of the wall and also at distances of 0.6cm,
1.25cm and 2.9cm from the crack tip. The size of the window in this experi-
ment was 0.93m2 and subjected to an N-wave having a duration of 100ms. The
room pressure and strains have a similar signature form. However, strains
measured near the crack tip are about nine-fold larger in magnitude than those
measured at the centre of the wall. [Note that the largest strain of the un-
cracked wall was measured at the centre of the wall and there was no signifi-
cant change in the strain at (a) after introducing the crack.] It can also be
seen that the strains decrease rapidly as the distance from the crack tip
increases. Using these measured results, the stress intensity factor was com-
puted. Subsequently, an experiment was conducted to estimate the critical
stress-intensity factor for the plaster at which a crack starts growing by
applying a pure cylindrical bending moment to a square plate of plaster. Using
this value of the critical stress-intensity factor, it was concluded that this
type of cracked plaster-wood wall could withstand an N-wave having an over-
pressure up to 400 N/m2 without crack propagation. The work in this area is
being continued and extended to investigate various crack situations and sonic-
boom loading conditions.

CONCLUSIONS

j The response of a room of plaster-wood construction with an open window
subjected to sonic-boom loading was investigated. The N-wave pressure signa-
tures were generated in the UTIAS Travelling-Wave, Horn-Type, Sonic-Boom Simul-

C] C1 Figure 12. Time histories of
.0 room pressure and corresponding

strains measured at the centreIof the wall and in vicinity of
crack tip. Window size 0.93m 2 ,
T= lOOms, time base lOOms/div.
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ator. It was observed that if the dimensions of the room are small in compari-
son to the wavelength of the sonic boom, then the room acts as a Helmholtz
resonator since the low-frequency components of the sonic boom contain most of
the acoustic energy. This was confirmed experimentally by showing that the
room pressure was nearly uniform everywhere. The room overpressures in some
cases were found to be twice as large as those in the incident sonic boom.
The pressure-time histories of the room were predicted using a Fourier trans-
form method and the results were found to be in good agreement with test data.

The structural response of the room walls, due to the pressure loading,
was predicted analytically using a series solution for the deflection as well
as using a finite-element technique. The agreement between analysis and ex-
periment was very satisfactory for the range of sonic-boom durations, room
volumes, window areas and wall absorptivity investigated. In general, it was
found that the stresses produced in the wall were very small (within 7% of the
yield stress of the plaster).

After introducing a wall crack, strains at the centre of the wall were not
observed to change significantly. However, strains measured in the vicinity of
the crack tip increased as expected about nine-fold compared to those measured
at the centre of the wall. These strains showed the tendency to be proportion-
al to the reciprocal of the square root of the distance from the crack tip. It
was found that such a type of cracked plaster-wood wall would withstand a sonic
boom having an overpressure up to 400 N/m2 without crack propagation. It is
worth mentioning that this value is about four times the overpressure produced
by current supersonic transports under normal conditions. It should not be
inferred from this result that so-called superbooms or spiked booms would causecrack propagation. As noted, most of the energy is in the low-frequency range

and the spikes would add very little energy to the total. Consequently, the
entire boom would have to contain the energy found in a 400 N/m2 normal N-wpve,
which is usually not encountered, before crack propagation would occur.
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C This work contains the results of a study aimed at the

development of two- and three-dimensional numerical proce-
dures for computing the flowfield generated by the inter-
action of a blast wave and a rigid body. A number of numer-

Iical procedures were applied to two-dimensional problems
including both implicit and explicit algorithms. Each was
tried on the blast wave-cylinder interaction problem.

MacCormack's method with added fourth-order dissipation
yielded the best results and was then applied to the blast
wave-truck interaction problems in two dimensions.

MacCormack's method was also used in three dimensions to
determine the flowfield that results when a blast wave
strikes a rectangular parallelepiped at an arbitrary

angle. Both the two- and three-dimensional computations
were compared with experiments in a number of ways. Two
dimensional density contours show qualitative agreement
for shock front location and Mach stem for7ation with
spark shadowgraphs taken in a shock tube *Pressure-time
histories indicate good quantitative agreeuat between
theory and experiment both in two- and three-dimensions.

INTRODUCTION

The accurate prediction of the effects of blast waves encountering vehicles
and structures is essential in the design, survivability, and hence effective-
ness of these configurations. Detailed experimental blast wave interaction

data is both costly and difficult to obtain. Moreover, these experiments
frequently do not provide a complete picture of the blast wave interaction flow-
field. Actual experiments, in fact, only yield pressure data at a few selected
points on the models. As a consequence essential design parameters are often
difficult to define.

Design information for the kind of blast wave-vehicle encounter as pictured
in Fig. 1 may be obtained experimentally in several ways. In one approach a
large explosive charge is detonated near an instrumented vehicle or structure

t enabling direct measurements to be taken. This approach, while realistic, is
costly, results in few data points, and frequently provides little understanding

of the important flowfield phenomena. Another approach is to place a model of

...I~
• t =-"I



Shock Diffraction Computations 1773 1

the target inside a shock tube. In this case, better control can be provided
and the experimental cost is less. Nevertheless, the experiments are still
limited in their range of applicability as a result of scaling, shock tube wall
effects, realistic wave shapes and flow duration.

As an alternative to the experimental description of the blast wave inter-
action phenomenon, one can use computational fluid dynamics. This is the
approach adopted here. Accurate finite difference simulations offer the possi-
bility of providing design data at a relatively low cost. Such a simulation
provides a complete flowfield description that is essential to a fundamental
understanding of the fluid mechanics and a necessity for an effective structural
design. The numerically generated flowfield data can then be integrated to
yield other vital information such as the total loads, center of pressure, and
overturning moments.

In the past second-order finite-difference procedures have been used by
Kutler, et al. (See References 1 and 2) to solve simple shock-diffraction
problems involving both regular and Mach reflections of the incident shock. In
these cases all discontinuities were fit, i.e., treated as sharp discontinuities.
Blast wave encounter problems with two-dimensional wedges and three-dimensional
cones in supersonic flight have been solved by Kutler, et al. (See References 3
and 4) again using second-order finite-difference procedures. In these instances
a "shock-capturing" philosophy was employed and resulted in an accurate descrip-

tion of the so-called "shock-on-shock" problem.

In the present paper, these "shock-capturing" flowfield simulation tech-
niques have been adapted to the blast-wave interaction problem. Only inviscid

flow problems have been considered, but both complex two-Aimensional and simple
three-dimensional geometric configurations have been used as targets.

GOVERNING EQUATIONS

.4 Several assumptions are made in the present study of blast wave encounters
with targets. The first is that the blast wave is assumed to be planar relative
to the target and that conditions behind the wave can be adequately and consis-

' tently described. Secondly, viscous effects are ignored. Finally, any effects
which result from radiative heating on the target are assumed negligible, and a
perfect gas equation of state is employed.

, n Under the above assumptions, the governing partial differential equations

dimensional complicated physical regions into rectangular or cubical computa-

tional domains respectively, the following independent variable transformation
." is employed:

is mpt e = &(t, x, y, z); n n(t, x, y, z); C = C(t, xs y, z) (1)

Because the above transformation maps the body and outer boundary surfaces onto
, constant coordinate lines and planes, application of the boundary condition

procedures is facilitated. The above transformation also permits the clustering
of grid points in the vicinity of the body.

Under this transformation, the governing partial differential equations in
strong conservation law form become

q E +F +G = 0 (2)

where the flux vectors E, F, G of Eq. (2) assume the form

• - ;w , - II l L_. ... .-
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-U pV pW

PuU + Exp puV + nxP PuW + Cxp

E pvU + Cyp F= pvV + nyp G= PvW + Cyp (3)

pWU + pzp PwV + nZP PwW + 4zp

(e + p)U - tt (e + p)V - ntP (e + p)W - tp

where U = t + U& x + Vy + w z , V = r t + unx +.Vny + wnz , and

W = Ct + Ux + vcy + w z are the contravariant velocity components without

metric normalization.

In the conserved variables of Eq. (2) p represents the pressure, o the
density, u, v, and w the three Cartesian velocity components, and e the total
energy per unit volume. For an ideal gas, the pressure, density, and velocity
components are related to the energy by the following equation:

2 v2 2

U- +v +w(4e = -p + P u2+v2w2 (4)

The metrics required by Eq. (3) in general are not known analytically and

must be evaluated numerically. Details for this procedure are given in
Reference 5.

NUMERICAL ALGORITHMS

The transformed governing equations (Eq. (2)) were solved by both explicit

and implicit finite-difference procedures. These schemes included MacCormack's 6

explicit method with an additional fourth-order dissipation term, Beam and
Warming's 7,8 implicit method in the delta-form, and Steger and Warming's 9

explicit upwind scheme. MacCormack's scheme captured the shock within the
least number of grid points and consumed the least amount of machine time, and
therefore, it is the only procedure presented here. The others can be found in
Reference S.

MacCormack's method is a second-order, noncentered predictor-corrector
scheme and appears as follows:

qn q n At(A En + A F n + AG CSn))
n+l 1 - n + - + c n ]  (S)

q =fq + q - At(V + V n + V C) + eDn

where 1 implies that the flux vector E is evaluated using elements of the
predicted value q, and A and V are the standard forward and backward difference
operators. The quantity D represents a fourth-order dissipation term in all
three directions whose effect is governed by the dissipation constant E.

GRID GENERATION

The generalized coordinate transformation given by Eq. (1) permits the use
of grids based not only on standard coordinate systems such as cylindrical or
spherical but also numerically generated grids such as those obtained by solving
elliptic partial differential equations. In this study both analytically and
numerically determined grids were used to discretize the physical regions of
interest.
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For two-dimensional targets consisting of cylinders and rectangles, an
analytically described mesh based on a cylindrical-like coordinate system is
employed (see Figs. 2a and 2b). Points can be clustered near the body for better
resolution by using an exponential function.

In order to discretize an arbitrary two-dimensional shape such as a truck
and its surrounding flowfield, a numerically generated grid was used (see
Fig. 2c). The partial differential equations used for this process are elliptic
and satisfy a maximum principle. The technique for generating these grids was
obtained from R. L. Sorenson at NASA's Ames Research Center and was a result of
a paper by Steger and Sorenson.) 0 Details of the mesh generation procedure can
be found in that paper, but suffice it to say that the method can treat arbitrary
bodies and outer boundaries with clustering near the body.

For the three-dimensional problem, the flowfield resulting from the inter-
action of a blast wave and a rectangular parallelepiped was desired. Discreti-
zation of this flowfield was accomplished using a spherical-type grid as shown
in Fig. 3.

BOUNDARY AND INITIAL CONDITIONS

Two types of computational boundaries were considered; those across which
there is no mass flow (impermeable surfaces) and those across which there is
mass flow (permeable surfaces). Impermeable boundaries include solid walls,
planes of symmetry, and slip surfaces whereas permeable boundaries include shock
waves, porous walls, and inflow or outflow boundaries.

In the blast wave interaction problems of interest here, boundary condition
procedures are required at the body, the planes of symmetry, and along the outer
boundary. For inviscid flows, the boundary condition at the surface of a body
requires flow to be tangent to the body. This implies that the velocity compo-
nent V of Eq. (3) must be equal to zero at the body. In order to simulate this
numerically, the image plane concept is used. By employing this concept, an

image line of nodal points is established which falls one mesh interval insideIof the body (see Figs. 2 & 3). Flow variables along this line are obtained by
use of the flow variables at the body and the adjacent flowfield interior points,
both at the previous time step. The flow variables for the new time step at the
body can now be obtained by the same numerical algorithm that was used for the

interior points, and hence with the use of the implicit procedure, the body
points are also updated implicitly. The details of this procedure for both the I
two- and three-dimensional cases are given in Reference S.

To numerically simulate the ground plane (plane of symmetry) in both the
two- and three-dimensional problems, the reflection principle is employed. In
this approach the pressure, density, energy, and tangential velocity components,
are treated as even functions with respect to the ground plane while the normal
velocity component is treated as an odd function.

RESULTS AND DISCUSSIONS

In this section numerical results are presented which describe the inter-
action of a blast wave with a body. In two-dimensions, a comprehensive set of
results is presented for the blast wave-cylinder interaction while partial
results are presented for the blast wave-truck interaction. In three-dimensions
partial results are also presented for the blast wave parallelepiped inter-
action problem.

Numerical and experimental results for the blast wave-cylinder interaction
problem are presented in several ways. In Fig. 4a computed pressure-time his-
tories are compared with experimental results obtained by Pearson et al1

1 at the

Ballistic Research Laboratory. The inset in each figure depicts the measuring
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station of the transducer. The blast wave passes over the cylinder from left to
right. In each case, the smooth curve is the computed result while the oscilla-

tory curve is the measurement. The oscillations represent excursions from true

values due to transducer ringing, local unsteadiness due to model oscillations,
general flow anomalies, etc. A sample of the more interesting cases with signif-

icant wave structure are shown (6 = 45, 1350, 1800). All the locations (except

for 1800) have a similar structure. A sharp rise in the pressure signifies the

arrival of the incident blast wave at the measuring station. This is followed by

an exponential-like decay and a second, more "smeared" jump to a plateau value.

The delays from t = 0 on the abscissa represent the time before the shock arrived

at the sampling station. The results can be more fully explained with the help

of Figs. 4b, computed isopycnics, and 4c, spark shadowgraphs (obtained by

Vandromme 12). Interesting results develop as the shock encounters the cylinder

and passes over it. A triple point and Mach Stem appear partway up the windward

side of the cylinder as is clearly seen in both the computed isopycnics and the

shadowgraphs. The contact surface emanating from the triple point (as seen in

Fig. 4c) is not reproduced in the isopycnic plots of 4b. This is because of in-

adequate resolution of the computational grid. Better results would be obtained

with an increase in the number of grid points or an adaptive gridding scheme.

As the primary shock continues toward the rear of the cylinder, it eventually

reflects and is propagated upstream. As this reflected shock arrives at a mea-

suring station, it gives rise to the second "smeared" jump in Fig. 4a. The

smeared nature of the jump is manifest in viscous effect near the surface which

now begin to make their effects felt. The discrepancy in the pressure amplitude

in the bottom figure of 4a and the latter half of the top two figures is also

attributable to viscous effects. These effects were neglected in the computa-
tion.

The interaction of a blast wave with a truck for intermediate times is

shown in Fig. 5 in the form of pressure contours. For this case the grid size
consisted of 32 points in the j-direction (along the body) and 25 points in the

jk-direction (normal to the body). The blast wave had a strength of 34.5 kPa
overpressure. Figure 5a shows the reflected blast wave from the front of the
truck while Fig. 5b shows a reflected wave from the windshield. In Fig. Sc the
blast wave is beginning to expand over the cab of the truck while the reflectedIwaves from the front and windshield move away from the vehicle. This particular
calculation does demonstrate the versatility of the arbitrary body mesh gener-
ator and shock-capturing ability of MacCormack's method for computing compli-
cated flowfields.

The three-dimensional interaction of a blast-wave with a rectangular paral-
lelepiped was computed using MacCormack's method with fourth-order smoothing.

For this calculation the grid consisted of 54 points in the j-direction or

around the body, 24 points in the k-direction, and 16 points in the 1-direction,
or between the body and the outer boundary (see Fig. 3).

Numerical results were obtained for which experimental data was available.
* The experimental data was obtained by placing pressure gages at various posi-

tions on the model and recording the time histories of the pressure as it was

struck by the blast wave (see Fig. 3).

The initial conditions for this case consisted of a blast wave Mach number

of 1.14, freestream pressure of 101.33 kPa, and angle of incidence a of 52.5*.

The distance rbw from the origin to the blast wave (see Fig. 3) was 4.91.

IF
N
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The results of this first calculation are shown in Fig. 6 where the pressure
in kilo-Pascals is plotted as a function of time in milliseconds for three sta-
tions. The solid dots shown on each of the curves in Fig. 6 is the experimental
data. The agreement is acceptable and can be made much better with better grid
resolution.
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The blast wave emanating from the rear of most
shoulder-launched recoilless weapons can be
literally deafening. To reduce the blast over-
pressure a number of different silencers have been

S proposed. The cost of field trials on the actual
weapon is considerable so the hydraulic analogy
has been used to investigate over 70 configur-
ations, and to try to understand the various

A mechanisms that reduce the overpressure at the
relevant 'ear position'. Measurementp have also
been made using a li*-- mtr-* 32mmf air-driven,Fopen-ended shock-tube fitted with a variety of
silencers and exhausting into the atmosphere.
Comparisons have been made between the two-
dimensional hydraulic analogy and the three-
dimensional shock tube results in order to check
the validity and utility of the analogy. The'1 , hydraulic analogy has also been used to simulate
the effects of one or more reflecting surfaces
when firing recoilless weapons in rooms, streets
and passageways. As might be expected the

position of any rflecting walls is critical and
can sometimes greatly magnify the peak over-

:., pressure experienced by the operator.

INTRODUCTION

The objective of our study is to suggest practical means of
reducing the blast wave noise emanating from the rear of shoulder-
launched weapons. The real flow has not been duplicated but
instead two separate simulation techniques have been adopted. In
the first of these the water analogy was used to obtain a
qualitative assessment of over 70 different silencer configur-
ations. By measuring the water wave signatures the relative
noise levels at the gunner's ear position could be estimated and
the most effective silencers selected.

Although the water table provides a quick, simple inexpensive
facility for preliminary assessment the analogy to gas flow is
not exact. Moreover the gas flow we wish to study here is three-
dimensional whereas the water table only simulated two-dimensional

.... -
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conditions. Hence the hydraulic tests were supplemented by
firings of an open-ended shock tube, with and without some of the
most promising silencer shapes as found from the water-table.
Thus the work falls naturally into the two separate but inter-
related programmes described below.

NOTATION

c caliber, i.e. diameter of shock tube or width of the channel

d local water depth

d undisturbed water level0

N sound pressure level

P pressure

P atmospheric pressure0

AP (P - Po)

Pref acoustic reference pressure, 2 x 10 5 Nm2

x distance downstream of the mouth or exit

X x/c

Y ratio of the specific heats of a gas

THE WATER TABLE PR@GRAMME

The 'wave generator' was held down on the 9' x 4' (2.7rmx.2 2N
water table from above. The 'gun' was simulated by a 12" (30cm)
long channel 1.2" wide (3cm) divided by a spring-loaded sluice
gate into a 'high pressure' and 'low pressure' region. The table

Iwas filled to the optimum depth of G.19" (0.48cm) at which level
the wave propagation velocity is least dependent on wavelength
(Ref.l). The reservoir behind the sluice gate was normally filled
to a height of 0.63" (1.6cm). Sudden release of the gate
generated an hydraulic jump analogous to the blast wave from the
rear of a shoulder-launched weapon. The water wave propagated

down the channel, through any silencer, and then diffused from
* the mouth of the channel, out over the bed of the water table.

The wave signature at any station was measured using a Wayne
Kerr capacitance proximity probe and the signals were recorded
using a U.V. recorder. Full details of the facility, equipment,
calibration and measuring techniques are all given in Ref.2.

A large number of silencers were tested, all manufactured
from the same thickness of 'Perspex' sheet as the main channel
(0.08", 2mm). The silencers tried fell into 8 categories,
namely extensions, baffles, flares, shields, perforations, cups,
boxes and snouts. There are of course an enormous number of
combinations of these types which are possible and many of these
were tried. Some of the combinations tested are shown in Fig.l.

The wave signature was usually measured at each of 132 grid

stations, paying particular attention to the point B5 which is
approximately the position of the gunner's ear. From the
signature the maximum wave height was measured, converted into a

maximum pressure using the water to gas analogy relationship

(d/d0 )2 (P/Po)
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and this in turn was converted to the noise level in decibels
using the formula

N(dB) : 20 loglo P r f 0
N~dB)LPrefJ

where N is the sound pressure level. From the grid measurements
noise contours were constructed.

Considering just peak measurements at the B5 station, the
basic tube (no silencer) produced a wave corresponding to 171dB.
A straight extension to the basic tube of two and four calibers
reduced this noise level to 168 and 166dB respectively. Such a
reduction is to be expected since effectively the ear is being
placed further from the source of the blast wave (i.e. the end
of the tube) and the blast wave must decay with distance. The
effect of perforating the basic tube was less obvious. It had
been thought that perforations might break up the single blast
wave into a series of smaller, weaker waves reaching the ear over
a longer period. In this way the noise might be 'smeared out'
and its intensity reduced. The actual effect was entirely the
opposite. The perforations effectively placed the blast wave
closer to the ear and the more of the tube that was perforated
the greater was the noise level. Perforating a lengfh of just
one caliber raised the noise level by 5dBs.

Flaring the end of the tube had little effect uut a slight

contraction (negative flare) gave a 1dB noise reduction. Shields
were only effective when increasing the overall length of the
tube and then no better than a straight extension. Isolated

baffles were only marginally beneficial. The first significant
noise reductions were obtained using cups and boxes. Replacing
the last two calibers of channel length by a box 3c wide, gave
a 5dB reduction and further benefits were obtained by increasing
the overall length (i.e. adding the box to the end of the 'basictube'). Some of the best configurations are shown in Fig.2 where
an overall increase in length of 3 calibers has been accepted.

The greatest reduction in maximum noise level (around 12dB,
see Fig.2f) was achieved using a large box enclosing a partly
perforated tube plus a snout. This compares with a reduction of
5dB achieved from a simple 3 caliber extension of the basic tube
(Fig.2b).

For a number of configurations the complete noise field was
plotted in the form of 'isobars' based on the maximum values of
wave height measured at any station. Fig.3a shows that for the
basic (unsilenced) tube the emerging blast wave acts like a
cylindrical source moving away from the mouth of the tube.
Fig.3b shows comparable measurements in air using a large shock
tube (Ref.5). The similarities are obvious though the air data
are three-dimensional and hence the 'noise' decays more rapidly.

Fig.4 is a plot of the water table 'noise' contours around
one of the most successful silencer configurations. Comparison
with Fig.3a shows that the wave emerging from the end of thetube is considerably reduced in strength. The subsequent isobar

patterns are similar though some shielding is provided by the
external shape of the silencer box.
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In an attempt to understand the way in which the silencers
reduced the wave strength a number of shadowgraph pictures were
taken. The pictures are not as clear as we should like because
(a) the 'Perspex' walls of the tube do not show up well and
(b) there are a number of capillary waves which tend to confuse
and complicate the pattern. Nevertheless the spread of the
'blast wave' and the formation of the vortices at the mouth of
the tube are made clearly visible, as is the very complex nature
of the flow development within the silencers. Many of the
pictures are given in Ref.8.

The last part of the water table programme simulated the
effect of firing a weapon in a confined space. It is of course
extremely simple to place walls of any number and shape on the
table. Fig.5 shows the 'pressure' trace at the gunner's station
when firing from a room with and without a front wall.
Comparison with the unconfined trace shows clearly the effect of
the reflected waves from the walls. Depending on the geometry
it is quite possible for two or more reflected waves to coalesce
to produce noise levels considerably more intense than that
produced by the initial blast wave. For example the third peak
in Fig.5a is more than double that of the first. Removal of the
front wall (Fig.5b) makes the first and third peak levels roughly
equal but introduces a large negative pressure level. From the
times of the peaks, the known geometry and wave speed plus a

visual watch of the water table flow pattern it was easy to
confirm that the peaks do refer to reflections of the initial
blast wave from the various walls.

The utility of the water analogy is ultimately dependent on
its ability to predict what happens in the real situation. One
of the reasons for making water table measurements was to test
computer programs for two-dimensional unsteady flow of the
analogous gas with y : 2. Details of these calculations are
given in Ref.3. Experimentally we are stretching (perhaps over-
stretching) the analogy and hoping to find useful silencer con-
figurations for three-dimensional blast waves in air from two-
dimensional flows on a water table though similar work elsewhere
(Ref°4) has proved very helpful. In order to assess the utility |
of the analogy more clearly,a complementary programme of
measurements in air was undertaken.

THE SHOCK TUBE PROGRAMME

A simple 32mm diameter open-ended shock tube has been
modified to take a number of silencers. Pressure measurements
are made using a number of 'Kulite' and 'Endevco' piezo-
resistive transducers built into slender 'lollipop' mountings.

* The pressure signature is stored digitally then displayed
graphically using a pen recorder. Typical pressure records at
the gunner's station with and without a silencer are shown inIFig.6. The pressure records at all other stations are similar,
except within a conical zone of 150 semi-angle surrounding the
axis of the shock tube with the origin at the mouth. In this
region the first pressure peak is followed a little later by a

second, larger one which in turn is followed immediately by an
even larger negative pressure pulse. These effects are
thought to be due to jet impingement on the transducer and its
stand and are subject to further investigation. In plotting
Fig.7,only the first pressure peak measured along the centreline
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has been used in the comparison with data from the water table
and from other shock tubes (Refs.5 and 6) and from a small rocket
motor rig (Ref.7). It is obvious that no simple scaling of the
type

AP x n
T7- k(-)
0

is capable of correlating the data. A more useful characteristic
length may be the size of the 'shock bottle' or other jet
dimension.

All the measurements were made when driving the shock tube
with air at a gauge pressure of 80 psi. The diaphragm pressure
ratio was therefore 6.4 which theoretically should generate a
shock Mach number of 1.47 with a pressure behind the shock of
34 psia. The pressure actually measured just inside the mouth of
the tube by a wall mounted transducer was 32 psia.

A number of silencers have been tested and overpressures
measured at the gunner's station. The reduction in noise level
is listed in Table 1 which also gives the water table results.
The agreement in the order of effectiveness is striking. It
would appear that the relative merits of the various silencers, as

indicated by the water table tests, are confirmed by the shock
tube tests in air. Moreover particular effects such as the

sensitivity of the noise level to the number and position of
baffles are faithfully reproduced. Thus Fig.8 shows the effect
of the position of a single external baffle as measured in the4 'real' and 'analogous' facilities.

One additional feature has been tried. The silencers have
been lined with absorbent material. So far the only noticeable
effect has been the reduction of some of the high frequency
components of the noise. Further tests are underway.

Z* CONCLUSIONS

Measurements of analogous noise level using a two-
dimensional water table facility are relatively simple, quick and
inexpensive. A large range of silencer configurations can be
tested in conditions of both confined and unconfined space.

Measurements using an open-ended shock tube in air are more
complex, more time-consuming and considerably more expensive.

Comparisons between the two sets of measurements suggest
that the water table results can predict the relative merits of
the various configurations. The hydraulic analogy is also very
useful in drawing attention to the wave reflection and refraction
effect both inside complex silencer geometries and from outside
walls.

The most significant difference between the two sets of
tests is the pressure signature in the region of the jet behind
the gun. In the shock tube tests the jet remains relatively dis-
creet and, within this zone, jet impingement on the transducer and
its support are thought to distort the pressure signature after
the passage of the initial blast wave. In the water table tests

A
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the flow expands rapidly at the mouth forming two vcrtices. This
rapid spread may be more representative of the high pressure flow
exhausting from a real weapon.
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TABLE I

Noise level at the Gunner's Ear (Station B5)

(A comparison between the water table and shock tube results)

Water Table Shock Tube

G e m _t r AP(dB) Improve- AP(dB) Improve-
ment ment
(dB) (dB)

Basic Tube 171.0 - 154.0

Basic Tube 166.5 -4.5 149.1 -4.9
+ 3c ext.

N 022/3 161.6 -9.4 146.3 -7.7

N 006/3 161.3 -9.7 145.5 -8.5

N 023/2 158.5 -12.5 144.2 -9.8

N 024/2 158.3 -12.7 143.3 -10.7

.713
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FAST PYROLYSIS OF PULVERIZED LIGNITE IN A SINGLE-PULSE

SHOCK-TUBE

C H.J. FRIESKE, E. SEELBACH, G. ADOMEIT

CV: Institut fir Allgemeine Mechanik

Technische Hochschule Aachen, Germany

A single-pulse-shock tube, with a newly developed instru-
mentation such that high pressure pulses of reproducible
and preselectable length could be produced, is used to in-
vestigate the influence of pressure, temperature, particle
size, and variable test tirpes on the gaseous volatile matter
at heating rates up to 100 K/s. After quenching of the
sample by the expansion wave the final composition of the

.c gaseous products is analysed using gas chromatography and
mass-spectrometry. The quenched lignite particles are collec-
ted and analysed chemically and by scanning electron
microscopy to detect compositional and physical changes.
The concentrations of the following products CH 4 , C 2H 6 ,
C 3 H8 , C 6H 14 , C 2H 4 , C 3 H6 , C 4 H 8 , C 2H 2 , GO, CO 2 , H 2 , 02,
N 2 have been measured. These data confirm that the de-
pendencies observed in the past, when going from low to
medium heating rates, are continued to high heating rates.

Introduction

'When coal is heated it undergoes a series of chemical and physical reactions,
decomposing in volatile matter and solid residue. If this is performed in an
inert atmosphere this process is called pyrolysis. It is particularly important

for the production of liquids and gases from coal by application of heat only
/1/, but it also accompanies all other thermal coal-processes.

In the past different types of pyrolysis yxperiments of coal have been per-
formed with heating rates ranging from 10- K/s to 105 K/s. The results of
these studies show that the heating rate is a very important parameter leading
to different products and different product quantities /2/. Several investiga-
tions achieved medium heating rates, ranging up to 10 4 K/s by means of the
electric grid technique /3,4,5,6/. The pressure has been varied in these ex-
periments from vacuum to 100 bar and the peak temperature achieved was
1200 K. These apparatus allow analyses of the volatile products as well as the
residual char. A disadvantage appears to be the ambiguous influence of cataly-
tic cracking on the hot metal screens. A further type of pyrolysis experiments
with increased heating rates is the entrained flow technique using a laminar
flow of an inert gas at up to 2200 K and atmospheric pressure /7/. The coal5
particles are entrained in this flow and heated up with a maximum rate of 10 7

K/s. Still higher heating rates may be achieved with the shock tube. This and
some other advantages stimulated various investigations of coal dust. NETTLE-

H &|
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TON, et al. /8/ used it to investigate ignition phenomena of particles in the
size range typical of coal dust burners. WOODBURN, et al. /9/ employed a
vertical shock tube with fluidized coal particles to study the hydrogenation
with volatile catalysts. LOWENSTEIN, et al. /10/ employed spectroscopy to ob-
tain information on the heating process of the particles, the evolution of the
volatiles and the formation of soot.

An analysis of the product formation was not performed in these investiga-
tions. This is one of the reasons why the present investigation was under-
taken; the single-pulse shock-tube giving the possibility of a detailed analysis
of the reaction products after freezing and also of varying the length of the
heating period. Lignite was chosen as the first substance to be investigated
because of the lack of data pertaining to high heating rates /11/.

Experimental Equipment

4'

Fig. 1 Photograph of single-pulse shock-tube

The single-pulse shock-tube, shown in Fig. 1 and represented schematically
in Fig. 2, consists of a driver section DS (2 m), a low pressure section LPS
(6.44 m) with a circular cross section of 87 mm inside diameter, and a dump
tank DT (3 m 3 ) /12,13/. The dump tank is connected to the driver section by
a double diaphragm system DDS, which is pressurized to a medium value in or-
der to distribute the load over both diaphragms D21 and D22. The diaphragm
D21 consists of polyester and is opened by the exploding wire EW at distinct
times depending upon the desired duration of the single pulse. The opening of
the diaphragm D21 causes the break of diaphragm D22 as soon as it is reached
by the expansion wave. The reproducibility of the time lag was checked and
found to be satisfactory. For the double diaphragm system and the driver sec-
tion helium was used, whereas for the low pressure section a gas mixing tank
GMT allows preparation of suitable gas mixtures with the pressure pl.
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Diagnostics

After freezing the pyrolysis gas-coaldust-mixture by expanding the gas
into the dump tank two gas probes are sampled by operating a solenoid valve
SV at a preset time interval after expansion. One of these probes, collected
in an evacuated glass bulb GB(MS', is analysed directly by a quadrupole mass-
spectrometer to obtain the concentrations of GO, GO 2 , H, 0 and N. The se-
cond probe is collected in a glass bulb with moveable pision TI(GC), *to in-
crease the pressure to atmospheric value after sampling. It is. analyzed in a
WARNER CHILCOT gas chromatograph equipped with a FID and an aluminium
oxide 80/100 mesh column, 6 ft x 1/8" to obtain the fractions of the hydrocar-bons. nO

021 02vT T 3 T4Pi(G

I.
Fig. 2: Schematic representation of single-pulse shock-tube

~The pyrolyzed lignite particles are collected and analyzed, either by ultimate

U analysis or by a detailed analysis of the products of a further pyrolysis per-

I : formed in a FISCHER curie point pyrolyzer 9425. Furthermore the collected lig-
nite particles were investigated by scanning electron microscopy. Some of thesephotomicrographs are shown in Fig. 7 to Fig. 17.

.: Electronic Instrumentation

:, The time dependent pressure is measured at three locations by PGB piezo-
" crystal pressure transducers with built in MOS FET voltage resistance conver-

ters. The temperature variation is measured near the shock tube end wall using

a thin film gauge T4 with a directly coupled preamplifier. The pressure and
the thin film gauge signals are displayed on two dual channel oscilloscopes $1I.and S2 with delay time bases. When the diaphragm D1 is burst the current-

i carrying trigger wire TW ruptures at the time t = 0. This trigger wire isa

double enemaled copperwire with 0.02 mm diameter laying in a loop across the
diaphragm D1. The trigger unit TU generates a low impedance trigger signal

t-. and is able to check the insulation of the wire. This signal is applied to the
L trigger input of the oscilloscopes and the control units. The incident shock

wave velocity and the attenuation are calculated from the time intervals between

the rise of the signals of the thin film gauges. Ti starting the electronic coun-

ter ECI, T2 stopping the electronic counter EC1 and also starting EC2, and T3stopping the counter EC2. Preamplifiers Cl, C3, with a built-in adjustable
comparator, are directly plugged onto the thin film gauge assembly. Two out-
puts provide the amplified signal and the comparator signal.

phtoirorah ar shw inFg oFg 7
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[C U TC 2 (( S I s

Fig. 3 Electrical instrumentation

~Several controls provide a reproducible, safe and reliable operation of the

shock tube. All control functions are initiated by the rupture of the trigger

wire TW. After a time lag from 2 to 2000 B s, which may be preset in 2 usI
4 steps, a pulse from the delay unit DU causes the control unit CU1 to fire the
• ignitron and to open the diaphragm D21 by wire explosion. The same pulse

blocks the input signal of the electronic counters EC1 and EC2 by closing the
i gate CG for 200 uas to avoid starting the electronic counters ECi and EC2 by

I
S.TeA-prtdmgeisaltooeanclsthvavwihnhlGas samples are taken after the experiment by actuating the solenoid valve

- V h C-prtdmanti bl ooe adcoeth av iti afline cycle (10 ins). In order to prevent interferences due to high switching cur-tl
" rents, the magnet has to be switched at zero crossing line voltage. The .
"i switched line cycles have to be an integer number. For reproducible sampling
':. the delay after triggering and the opening time must be preset with an uncer-

.. tainty smaller than 20 ins. A safety curcuit has to prevent the opening if the
° :pressure in the shock tube is higher than 0. 5 bar due to a malfunction of the
, : shock tube to avoid damage of the connected glass bulbs. 'To fulfill these de-
% mands the control unit CU2 and control signal generator CSG have been de-

s~~igned. The unit CU2 switches the valve by means of a triac and derives a

pulse train from the line voltage. These 30 ms pulses are rising with every
second zero crossing of the line. The control unit GSG combines these signals

i logically "and" with the signal " 1" for a pressure < 0.5 bar derived from the
~P3-signal, and a "1" for the 5 s pulse starting 0.2 s after the trigger event.

The "and" gate output fires the triac.

i Power SuppliesI I.A regulated high voltage power supply PS2 charges the capacitor that stores ,
the energy for the exploding wire. The voltage is adjustable from 1.2 to 3.2 kV <
corresponding to a stored energy from 560 to 4000 Joule. The pressure transducers
are fed from three constant current sources CCSl, CCS2, CCS3. Each part of
a triple power supply PSi is connected to one of the comparator-amplifiers C1,

. C2, C 3. The power for the amplifier A is supplied by a battery set.

I 1 >
; . . ,



[7941 Frieske et al.

The small signals from the pressure and temperature gauges can only be
used for evaluation and triggering if one can suppress ripple, noise and inter-
ference to a sufficiently low level. This pertains particularly to the disturbance
caused by the exploding wire. The major part of the energy for wire explo-
sions is released in less than 20 i.s corresponding to a peak power of about
100 MW. By a careful design of the medium 'ressure chamber, the
discharge circuit, the grounding procedure of the control units, and the in-
stallation of the different transducer in the shock tube the interference can be
kept at a tolerable level. The medium pressure chamber had to be equipped
with an internal insulation to prevent the arc from flashing over to the tube.
The wire EW, the shielded discharge power line and the enclosure for the PS
and CU unit must not be connected to any part of the experimental setup. The
power has to be supplied from a separated power line.

Near the downstream end of the shock tube a central grounding point was
chosen to which the ground of the measuring and control units were connected.
Every unit has its own power supply with a separation transformer. Inter-
connections between the different units are performed by means of optocoup-
lers. Transducers were installed electrically insulated to the shock tube to
avoid any ground loop in the measuring and control system. The line power is
fed through a line filter. In this manner an excellent suppression of ripple and
interference was achieved. The high energy capacitor discharge left only a
small peak on the pressure trace which serves as a mark for the start of the
wire explosion. Because of the sensitivity of the counters to this mark the unit
CG blocks the electronic counters during the discharge.

Experimental Results

The pyrolysis of lignite particles of a mean diameter 10 lim and 70 im has
been investigated in first experiments at three different pressure levels. The
temperature has been kept within certain limits. The length of the pressure
pulse behind the reflected shock waves was varied in three steps from about
100 pis to about 1800 jas. The gas and particle samples were analyzed as des-
cribed in Section 2. Some of the results are shown in Figs. 4, 5 and 6. The
lignite investigated is Rheinische Braunkohle:

Proximate analysis (wt. %) Ultimate analysis (wt. %, daf)

Moisture 12.1 Carbon 71.8

Ash 3.91 Hydrogen 4.83
Volatile matter 44.6 Nitrogen .73
Fixed carbon 39.5 Sulphur .31

Oxygen (by difference) 22.3

The results which are shown in Fig. 4a and Fig. 5a were obtained at pressures
of 6.6 bar and 6.2 bar. The relative mass fracti. 3 AMre 1 of the products are
qualitatively the same for both particle sizes. For the largest pyrolysis time
the detailed product concentration by percentage of weight are compiled in the
table below.

Table I

Product CH 4 C 2H 6 C 6H 1 4 C 2H 4 C 3H 6 C 4H 8 C 2 H 2 CO 2 CO H 2

A(wt. %) .9 .23 .17 .8 .29 .11 8.5 6.5 77 4.3

B(wt. %) 2.7 0.5 1.6 2.4 .48 .16 13.5 4.4 69.7 4.6

A Particle diameter 10 im, pressure P 5 = 6.6 bar, duration time = 1550 1is

B Particle diameter 70 lim, pressure p 5
= 6.2 bar, duration time = 1890 Pis.
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P. MASEK investigated the pyrolysis of the same lignite at a much lower hea-
ting rate of 5 K/min. His final temperature was 1300 K and the pressure was
1.0 bar. The distribution of his gaseous pyrolysis products is the following:
CH : 10.7; CO : 66.0; CO : 19.8; H2  3.6. One can see that the mass
concentration of hydrogen is of the same order. The ratio of CO/CO2 is 0.30,
which is a value considerable below the ratio of 13.84 obtained in our experi-
ments. The major hydrocarbon components in our experiment are C H with
8.5 % resp. 13.5 % and CH 4 with 0.9 resp. 2.7 %. MASEK measuredd-iH as the
only hydrocarbon with the considerably higher value of 10.7 %.

At medium heating rates of 1000 K/s the pyrolysis of lignite was investiga-
ted by SUUBERG, et al. /6/ at atmospheric pressure, a final temperature of
1300 K and isothermal holding times of 2 to 10 s. They obtained a CO/CO 2
ratio of 1.85. These CO/CO2 ratios are compiled again in Table II. It is seen
that with increasing heating rate the yield of CO increases continuously.

Table II

MASEK SUUBERG,et al. this work

lignite lignite lignite

heating rate .083 K/s 103 K/s 610 104 K/s 26.5 104 K/s

pressure atmosph. atmosph. 6.6 bar 6.2 bar

CO/CO 2  .30 1.85 13.84

Results obtained by pyrolyzing coal at low and high heating rates /14/ were
compared by JONTGEN and van HEEK /5/. They found that the hydrogen con-
centration is nearly independent of the heating rates whereas CH 4 decreases
by one order of magnitude, and C 2 H2 is formed only at high heating rates.
These results show the same dependence which was described above for lignite.
Considering the pressure influence it is observed that the total yield of gases
and of CO increases with pressure. This is in accordance with observations
made by SUUBERG, et al. /6/.

Scanning Electron Microscopy (

Fig. 7 Unshocked lignite particles Fig. 8 : Shocked lignite particles
magnification = 300 magnification 300

heating rate 600.104 K/s
argon

Shock heated as well as the original lignite particles were investigated by
scanning electron microscopy /9,10/. All pyrolyzed particles were subjected to
maximum pulse lengths. Figure 7 is a micrograph of the original 10 Jm particles,
Fig. 8 a micrograph of the same material after shock heating. The appearance
has changed drastically, particles of a much smaller size dominating the micro-

graph. They are agglomerated either to chains or to lumps. Of the original
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material only a few larger ones appear to have remained.

30 pm

Fig. 9 Unshocked lignite particles Fig. 10 Shocked lignite particles
magnification = 300 magnification = 300

p 5 = 6.2 bar; T 5 = 2720K
heating rate = 88.104 K/s
argon

Figures 9 and IC show 30 Im particles. In Fig. 10 the same small sized
particles are seen, which have also been formed in the pyrolysis of the 10 Pm
particles. They either form their own clusters or they stick to the surface of
the original particles, which appear to be affected only in a surface layer.

Fig. 11 Unshocked lignite particles Fig. 12 Shocked lignite particles
magnification = 100 magnification = 100

P 5 = 22.6 bar; T 5 = 2480K
heating rate = 23.10 4 K/s
argon

Micrographs of the 70 im particles are represented in Fig. 11 and 12. The
same observations discussed with respect to the 30 pm particles appear to hold
except that the separate agglomerates of the very small sized particles observed
in Fig. 9 and 10 can hardly be seen.

Figures 13 to 17 show 120 pm particles.
Figure 13 shows the original material,
Fig. 14 and 16 the shock heated particle,

,' the first in an argon atmosphere, the se-
cond in nitrogen. Also the temperature and
pressures differ. In contrast to the smaller
particles the size has changed strongly,
particularly of the particles heated in ni-
trogen. Figures 15 and 17 have a magnifi-
cation of 100 and demonstrate this effect

more clearly.
Fig. 13 :'Jihocked lignite particles

magnifiaction = 30

4 -, .- - -- - -
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S120 Lim

Fig. 14 Shocked lignite particles Fig. 15 Shocked lignite particles
magnification = 30 magnification = 100
P 5 = 22.6 bar; T 2480 K P 5 

= 22.6 bar; T - 2450K
heating rate ; 7..i04 K/s heating rate = 7.10 4 K/s
argon argon

120 lPn m

Fig. 16 Shocked lignite particles Fig. 17 Shocked lignite particles
magnification = 30 magnification = 100
P 5 = 5.5 bar; T 5 = 1710 K P5 = 5.5 bar; T 5  1410 Kheating rate = 5.3104 K/s heating rate = 5.3.10 K/s

nitrogen nitrogen

Comparing these micrographs with the investigations of bituminous and high
volatile bituminous coal /9,10/ the most obvious common feature is the forma-
tion of a surface with a strongly disrupted structure. The change of the ori-
ginal particle size and the formation of the very small separate clusters is not
described.

Conclusions

The instrumentation of a single-pulse shock-tube was developed such that
high pressure-pulses of reproducible and preselectable length could be pro-
duced. These characteristics are needed to investigate the pyrolysis of coal
particles at high heating rates and high pressures. To achieve this goal the
double diaphragm system DDS, separating the driver section from the dump
tank had to be opened completely within a time intervall short compared to the
desired pulse length. At the high pressures desired this was only possible with
a wire explosion of sufficiently high energy. The time delay between the rup-
ture of the first diaphragm D1 and the double diaphragm system could be con-
trolled precisely after developing a suitable triggering device. Particular care
had to be devoted to avoid electrical interference of this discharge with the
measuring and control units. Special grounding, shielding and filtering proce-
dures had to be observed. Furthermore coincidence checks had to be used to
rule out any spurious operations. First experiments were performed with this
single-pulse shock-tube to investigate the pyrolysis of lignite ."ticles of mean
diameters 10 lOm, 30 trn, 70 pjm, and 120 pm, at pressures P5 raning from 5.5to
39.0 bar and temperatures T 5 ranging from 1470 to 3250 K in a background at-
mosphere consisting of argon and nitrogen.
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The analysis of the gaseous volatile matter shows that the dependencies ob-
served when going from low to medium heating rates are continued to high hea-
ting rates. This concerns the increase of CO yield compared to CO 2 , the de-
crease of CH 4 and the appearance of C 2 H 2 at significant concentrations with
high heating rates. An increase in the amount of gaseous volatile matter with
pressures was observed above the value given by SUUBERG, et al. This de-
pendence appears to become particularly pronounced for smaller lignite particles.

The scanning electron microscopy shows, that as a result of pyrolysis, small
sized particles of about 2 1im diameter are formed which either agglomerate se-
parately or adhere to the surface of the original particles.

- The pyrolysis process seems to affect the 10 pm particles entirely. After
pyrolysis of this sample hardly any particles of original shape are left.

- Larger particles - 30 1dm, and 70 pm - are affected in a surface layer.
They keep their shape more or less.

- The largest 120 lim particles however disintegrate again, apparently by
mechanical loading.
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SHORT RESIDENCE-TIME PYROLYSIS AND

OXIDATIVE PYROLYSIS OF BITUMINOUS COALS

S.L. Szydlowski, D.C. Wegener, J.F. Merklin, and T.W. Lester

Kansas State University

0Manhattan, KS 66506

The devolatilization of two U.S. bituminous
coals during short residence times in inert and
oxidizing atmospheres was investigated in a sin-
gle-pulse shock tube.

Methane, ethane, and ethene yields exhibited
,"%maxima from 1300 to 1500 K; however, acetylene

yields increased with temperature over the entire
temperature range. The yields were affected by
residence times shorter than 1 msec.

Pseudo first-order rate-constants were deter-
mined using a decomposition model, first order
in the amount of substance yet to be evolved.I Activation energies for light hydrocarbon pro-
duction ranged from 79 to 123 kJ/mole, depending
on the atmosphere. Assotq "xponential

factors are 5 x 105 to 3 x 107 sec - . A scheme
using multiple parallel reactions with distri-
buted parameters did not provide significantly
better correlation. The relative smallness of
the activation energies with respect to those
representative of a chemically controlled process,

g the lack of better correlation with a multiple
parallel reaction scheme, and the influence of
atmosphere on the activation energy suggest that
the production of these constituents from coal
before ignition is governed, in part, by physical
processes.,..< 4 -* ,* .-

INTROOUCTION 
* -

In several recent papers(1-2), we have reported on the
short residence-time evolution of light hydrocarbons from pulver-
ized bituminous coals. In conjunction with measurements of the
ignition and burnout kinetics of these coals, these data supported

the theory that, even at heating rates in excess of 106K/sec, a
significant fraction of the total light-hydrocarbon volatiles canevolve prior to particle ignition.

In analyzing these data, we were perplexed that much of the
existing kinetic information on the formation of hydrocarbons was
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inadequate to predict the levels of lower hydrocarbons within the
very short times available behind the reflected shock wave in a
single-pulse shock-tube. The most reliable data on individual
species evolution from American bituminous coals have been pro-
vided by Suuberg, et al. (3), while the most complete information
on the qualitative and quantitative volatile yields from a wide
range of American coals has been reported by Soloman (4). Both
sets of experimenters used electrically heated grids (5), within
which were sandwiched small amounts of pulverized coal. Heating
rates were adjusted to between 1000 K/sec after it was ascertained
that heating rate had no observable influence on product distri-
bution or yield. The heating rates and the maximum temperatures
(1373 K) at which kinetic data could be obtained are lower than

the heating rates (105-106 K/sec) and maximum particle temper-
atures (in excess of 2000 K) that are to be expected in pulverized
coal flames (6).

To start to clarify the discrepancy between published kinetic
data and our observed hydrocarbon yields, three bituminous coals
were shock heated in nitrogen, air, and argon for varying d-ell
periods (0.3 to 3 msec), over a temperature range of approxi;mately
1000 to 1900 K. The unreacted solid and evolved gases and liquids

- were cooled at rates in excess of - 105K/sec by the reflected
rarefaction fan. In this paper we report on the techniques used
to collect the stable products of reaction and to infer pseudo
first-order rate-coefficients from the product yields.
APPARATUS AND PROCEDURE

The general technique for studying the ignition and oxidation
of pulverized coal in shock tubes, as well as the construction of.. the single pulse tube, have been covered previously (1,2,7-9).
To facilitate collection of solid and liquid products of reaction,
a new test section, 27 cm in length and 5.7 cm inside diameter,
was constructed in which removable aluminum liners (5.08 cm inside
diameter) were placed. The test section, shown schematically in
Fig. 1, contains two access ports. The port 7.66 cm downstream
from the isolation ball valve is used to introduce the coal
sample. The gaseous products of reaction are vented through the
other.

Helium (Airco, 99.995% purity) was used as the driver gas in
all experiments. The length of the driver section was varied
between I and 3 m by means of a variable length end plug to change
the nominal dwell time behind the reflected shock wave. For
periods of less than I msec, the driver section was shortened by

* approximately 1.5 m. The coals were shock heated in atmospheres
of argon (Matheson, 99.999% purity), nitrogen (Airco extra dry
99.5% purity), or air (Matheson, zero with total hydrocarbo.ns less
than 2 ppm). To minimize contamination, all gases were filtered
through activated charcoal and molecular sieve 5A to remove
moisture and hydrocarbons. A molecular sieve foreline trap was
installed on the vacuum line to absorb contaminants from the
roughing and oil diffusion pumps. Shocks were initiated by the
mechanical rupture of aluminum diaphragms (for tests in argon),

3 . and by overpressure rupture of mylar diaphragms (for all other
tests).

•i .Three different U.S. bituminous coals were used in the
experiments. In the argon tests, from which solid residue and

liquid samples were collected, 40 + 0.8 mg of an Illinois #6 coal
- that had been sieved to - 400 U.S.-mesh were used. In the other
* experiments, 20 + 0.4 mg of coal were used. Properties of the
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coals tested are listed in Table 1. All coals were stored in a
dessicator until immediately before their use in a test. The
coal sample was introduced into the shock tube by means of a
dispersion plate suspended from a saddle block fitted flush to
the inner diameter of the shock tube liner (see Fig. I). It has
been shown previously (7) that this dispersion technique produces
a reasonably uniform suspension along an axial distance of 10cm.
Moreover, in a series of recent tests with AI 20 3 /N 2 aerosols,

Oman, et al. (10) have determined via Laser Doppler Velocimetry
that the radial distribution of particles is surprisingly uniform
across the test section.

Immediately after the diaphragm rupture, the ball valve
(see Fig. 1) was closed, isolating the test section from the rest
of the shock tube. The test section was isolated for one hour to
allow the gaseous products to approach a uniform compensation

axially. A 75 cm3 gas sample was extracted through a 2pm stain-
less steel filter into a previously evacuated stainless steel
bottle. Lower hydrocarbons (C1 -C4 ) were analyzed by a Tracor

Model 560 gas chromatograph equipped with dual flame ionization
detectors. The determination of the thermodynamic conditions
behind the reflected shock wave is covered in Syzdlowski (11).
Further experimental details may also be obtained in Seeker (9),
Vaughn (12), or a series of recent papers (1,2,7,8).

RESULTS

Hydrocarbon yields (CI-C4 ) were analyzed in the various test

gases over a temperature range of approximately 1000 to 1900 K,
with nominal residence times of 0.3 to 3.0 msec, and under total4 pressures of 0.8 + 0.2 MPa. The qualitative results for all test
gases are similar-to those exhibited in Fig. 2 for Illinois #6
pyrolysis in N 2. Ethylene yields as a fraction of the as-receiv-

I' ed coal mass are greater than methane yields up to approximately
1600 K for N 2. Unlike previous experiments with relative rapid
heat-up at lower temperatures (see particularly Suuberg, et al.

(3,13) and Soloman (4)) the yields of aliphatic gases all exhibit
maxima with temperature. Above this, they decrease in favor of I
acetylene. The total lower-hydrocarbon gas-yields asymptotically
approach (see Fig. 3) a constant value for the experiments in
nitrogen, indicative of an equilibrium being established among
the gases. On the other hand, in the argon runs, the total
hydrocarbon yields begin to decrease, even as acetylene continues
to increase. The hydrocarbon yields determined for the Pitts-
burgh seam (3.3pm) coal in air are equivalent to those obtained
in nitrogen up to 1263 K, at which point ignition was observed.
More can be found relating to this last point in Seeker (9) and
Seeker, et al. (1).

The yields obtained in argon were obtained for residence
times between 1 and 3 msec (solid symbols) and 0.3 msec (open
symbols). Within the data scatter, the yields are equivalent for
times greater than I msec, lower for the very short residence
time runs. The influence of the diluent gas on methane yields is

illustrated in Fig. 4, along with the methane yields from
pyrolysis of a Pittsburgh seam coal as reported by Suuberg,
et al. (3) and Tyler (14). The first experiments were conducted
in a heated grid apparatus in which the coal volatiles were
ejected into a cold bath of helium while the second experiments

, \ l 1
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were conducted (with the same Pittsburgh seam coal sample) in a
fluidized bed of sand in which the volatiles were ejected into a
hot helium gas environment. Although both experimenters quote

heating rates of 104K/sec (recall the Suuberg experiments found
no influence of heating rate on product yield or distribution),
the temperature histories were different as were the residence
times to which the coal and volatiles were exposed to elevated
temperatures (one second or longer). The cooling rates were
nominally 200 K/sec for the MIT work, but were not quoted for the
Tyler experiments.

In the shock tube experiments, the residence times for the
argon runs were 1 msec, and for the other atmospheres, 1.4 msec.
The rates of heatup and cooling will be discussed in the sub-
sequent section. Although the heating rates are slightly differ-
ent for the argon tests and the tests conducted with diatomic
gases, the yields of methane, as shown in Fig. 3, are equal to
within the range of data scatter up to 1300 K.

The yields continue to increase in the nitrogen experiments
up to 1600 K. Insofar as the yields are nearly equivalent below
1300 K, the influence of diluent gas appears not to be merely one
of heating rate, but rather one of third body influence.

DISCUSSION

The shock tube is a well established instrument with which

to generate accurate kinetic information for high-temperature gas-
phase reactions. The generation of usable kinetic data for
heterogeneous reactions is not as certain. The principal diffi-
culty is the finite heat-up rate and quench that complicate the
analysis of data. To establish the heat-up characteristics of
polydisperse particle suspensions behind the reflected shock,
Seeker conducted a number of optical pyrometry measurements (9).
The response of the 4.1 pm Illinois #6 coal sample to reflected
shock waves at temperatures between 1205 and 1226 K is shown in
Fig. 5. The heating from the incident shock conditions proceeds

at a rate of approximately 3 x 106K/sec and the particle suspen-
sion relaxes quickly to a temperature very close to the initial
reflected shock gas temperature. For all cases in these experi-
ments, the particle mass loading was maintained at less than 5%
of the reflected shock gas density. In similar experiments,
Seeker determined that the cooling rate of the particle suspension
agreed very closely with that predicted from the pressure history,
assuming an isentropic expansion.

In determining kinetic information from the pyrolysis yields,
we assumed that the hydrocarbon gas yields could be correlated
with a decomposition model, first order in product remaining to
be evolved. It is well known (see for instance Anthony and
Howard (15) or Suuberg, et al. (3)) that such kinetics are only
crude and often inadequate representations of the multiple
reactions leading to each observed product; nonetheless, we have
found that a multiple reaction sequence as described by Anthony,
et al. (16) does not correlate our data significantly better than
a single reaction model. It is clear from companion studies on
benzene and toluene pyrolysis in our laboratories (see for
instance Vaughn (12) and Vaughn, et al. (17)) that the lighter
hydrocarbon yields result not only from the coal, but also from
the ring rupture of light tars and aromatic constituents.
Suuberg, et al. (3) have also pointed out that mass transfer
within the particle must also be exerting an influence on the
apparent kinetics; however, the rapid heat-up and small particle
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sizes used in these experiments minimized, but did not eliminate,
this influence.

Bearing these concerns in mind, the first order rate
expression used is

dV = koexp(-E /RT)(V*-V) (i)
TF 0 0

where V is the yield as a fraction of the as-received mass of the
coal loading, V* is the maximum yield realized under the avail-
able reaction time and temperature, and k0 and E0 are the first

estimates of the Arrhenius parameters, uncorrected for finite-
rate heating or cooling. Integration yields

V*-V
V- exp[-kot exp(-Eo/RT)] (2)

where t is the nominal dwell time behind the reflected shock.
Suuberg, et al. (13) have shown that for a constant heating-rate,
the yield is

V*-V kR2/mo
= exp[-(k RT /mE )exp(-Eo/RT)] (3)

where m is the heating rate. We may define an equivalent time at
the final temperature required to produce the yields obtainedunder the constant heat-up to that final temperature. Doing so,

exp[-k 0 exp(-E0 /RT)At = exp[-(k0 RT
2 /mE0 )exp(-E0 /RT)] (4)

where At is the time required. Simplifying, we obtain!2
At - RT 2 /mEo.  (5)

IThe time, obtained from the oscilloscope recording of the pressure
trace and used to obtain the initial estimates of k and E° in

Eq. (2), includes the time required to heat the suspension to the
final gas temperature; however, the equivalent time is less than
this and the corrected time for reaction at the final temperature
is calculated from,

Ts5-T
o0t' = t - + At (6)

where t' is the corrected dwell time and To is the particle tem-

perature entering the reflected shock wave. Using this analysis
resulted in reductions of from approximately 150 to 400 Psec for
the argon shocks, 120 to 300 lsec for the shocks with the small
Pittsburgh seam and Illinois #6 in nitrogen, and 425 to 750 psec
for the large Pittsburgh seam. Only one iteration was required
for the small coal samples; two were required for the larger
Pittsburgh seam sample. The kinetic parameters for the four
coals are tabulated in Table 2 and shown on an Arrhenius plot in
Fig. 6. The kinetics are about one order of magnitude greater
than the simple first order models for light hydrocarbon pro-
duction by Soloman (4) and for CH4 (Suuberg, et al (3)). In

the multiple reaction model of Suuberg, et al., only one reaction
is sufficient to correlate appearances of C2 H6 from the pyrolysis

of Pittsburgh seam coal; with an assumed first-order preexponen- 4
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tial factor of 10 1 sec - I and a resulting activation energy of
230.1 kJ/mole, the results of Suuberg and the current tests are
in good agreement between 1000 and 1100 K. Correcting the data
for finite rate quench would adjust the rate constants by some-
what smaller amounts than does the finite heating-rate correction;
this was not performed, however, insofar as the heating rate
correction produced a better fit to the rate data than did either
the uncorrected kinetic coefficients or the inclusion of finite-
rate quench corrections.

It should be emphasized that the shock tube technique pro-
duces light hydrocarbon yields that are a result of both primary
and secondary reactions; whereas, the electrically heated grid
work of Suuberg, et al. (3) and Soloman (4), through the use of
a cold bath gas, quench the secondary reactions. Nevertheless,
the shock tube is useful for studying short residence-time
pyrolysis behavior in a particle suspension undergoing heating
rates commensurate with those found in utility boilers. With
sufficiently rapid heating rates, we have also demonstrated that
lower-hydrocarbon yields comparable to those obtained at much
longer residence times at slower heating rates can be obtained.
It is not clear that the decreased gaseous volatile yields from
pyrolysis of Illinois #6 in argon vis a vis nitrogen, are due to
a third body mechanism; however, the decrease of methane at a
lower temperature in argon than in nitrogen may be indicative
that the vibrationally hot radical fragments from decomposition
of the coal or aromatic constituents above 1300 K are not able
to stabilize as lower molecular weight hydrocarbons, but repoly-
merize to form, eventually, soot or repolymerize with the char.
More complete experiences with solid and liquid characterization
in various atmospheres, including isotopically labeled gases,

Aare now underway to determine to what extent third body stabili-
zation is important in high temperature pyrolysis of various
coals.
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Table 1. Coal Properties

Analysis Component Pitts. Ill. Ill.
Seam #6 (1) #6 (2)Il

Proximate* Ash 6.4 12.7 10.3
Volatile Matter 35.5 34.4 37.8 I
Moisture 1.9 4.4 2.1
Fixed Carbon 56.2 48.5 49.8

Ultimate** H 5.6 5.3 5.2
C 82.2 75.0 77.3
N 1.7 1.3 1.4
0 9.3 14.6 12.3
S 1.2 3.8 3.8

Number Mean Diameter*** 3.3pm 4.lim 7.3m
14.9pm

Mass Mean Diameter 13.Om 15.5m 18.4om
24.8pm

*Analysis by Hazen Research, Inc., Golden CO
**Ultimate Analysis by Galbraith Laboratories, Inc., Knoxville
TN

***Size analysis determined by Coulter Counter and miscroscopy
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Table 2. Pseudo first-order rate-constants* for the formation of
lower hydrocarbons from the pyrolysis of bituminous
coals.

Coal Uncorrected Corrected

k E k' El

Illinois 6(Ar) 7.5xi0 5  88.4 1.6x10 6  92.8

Illinois 6(N 2 ) 3.3x10 5  75.4 5.2x10 5  78.8

Pittsburgh Seam 2.1x10 7  120.2 3.3xi07 123.3
(3.3)

Pittsburgh Seam 1.2x10 7  94.1 7.6xi0 6  107.8
(14.9)

Pittsburgh Seam 1.7xlO 7  116.8
(composite)

Units for k0 and k' are sec - I and for E and E' kJ/mole.
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SHOCK WAVE IGNITION OF PULVERIZED COAL

E.A. Ural, M. Sichel, and C.W. Kauffman

Department of Aerospace Engineering, The University of Michigan

S ',Ann Arbor, Michigan 48109

Heating and ignition delay times behind an incident shock of
C small clouds of coal dust-particles of three different size

ranges were measured in a shock tube. Four different compo-
sitions of 02-N2 mixtures were used as the oxidizer and the
incident shock Mach number varied from 4.1 to 4.8 -b ved
delay times were in the range 10 to 150 i.dcreasing
with increasing Mach number and 02 concentration. The the-
oretical analysis is based on the numerical solution of the

Mone-dimensional transient heat equation for a single spher-
ical particle. Particle acceleration has an important
effect on heat transfer and is considered in the model.
Heating due to gas phase and heterogeneous reactions is
represented with appropriate volumetric or surface source
terms. The results show that volatilization is insufficient
to account for the short delay times observed. The main
mechanism for ignition in these short times appears to be
heterogeneous surface reaction both on the outside and with-
in the porous particle This conclusion is also supported
by the tests conducted ' h char and graphite. After making
the necessary corrections for the electro-optical system
performance theoretically calculated heating and ignition
delays agreed well with the experimental measurements.

INTRODUCTION

Combustion of pulverized solid fuels In gaseous oxidizers is fairly well
understood. However, recent interest in dust explosions has focused attention
on a new aspect of this problem. In explosive combustion, processes are so
rapid compAred to conventional applications that they usually lie well beyond
the range of validity of presently available theories and experimental data.
Explosive combustion of dust-oxidizer mixtures occurs either as a deflagration
in a confined space, or as a detonation. Detonation, although less frequent,
is more hazardous because of its higher overpressures and propagation veloci-
ties. The detonability of coal-air mixtures is still controversial. However,I such mixtures with excess oxygen or methane, and some agricultural dust-air
mixtures have beer observed to detonate in laboratory experiments as well as
in practice.

The structure of a detonation consists of a leading shock followed by an
induction and reaction zone. The end of the induction zone is characterized by
the ignition of the fuel, while burnout or quenching characterizes the end of

'1e

I
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the reaction zone. The initiation and propagation of detonations depend mainly
on the induction zone thicknessI. To understand the quantitative nature of two
phase detonations it is thus necessary to carry out experiments designed to
simulate the flow behind the leading shock of a detonation wave. Obviously the
ideal experiment would be to study the detonation itself in a long tube. How-
ever this may not always be feasible as it would require very large tube diam-
eters to eliminate the influence of confinement2 . To simulate the flow field
through the induction zone, shock tube studies should be sufficient and are
much simpler to carry out. Several shock tube investigations of coal dust
ignition already exist in the literature (e.g. Ref. 3). In these studies mix-
ing the dust with the oxidizer has been a problem; thus, the incident shock
was utilized to disperse the dust, and the dust was then ignited by the
reflected shock. Such studies thus fail to account for the high convective
flow velocities experienced by the particles in the induction zone of a
detonation.

This paper presents briefly an experimental and theoretical investigation
of the ignition delays of small coal-dust clouds behind incident shock waves.
The experimental apparatus and procedure are first delineated then experimental
results are presented. A theoretical analysis based on a simplified model of
the ignition process is then described and the results are compared to the
experimental measurements. The details can be found in Ref. 11.

EXPERIMENTAL APPARATUS AND PROCEDURE

A conventionally designed horizontal shock tube was used in the incident
shock mode for the experiments. The test section is filled with gas of the
desired composition and pressure. The driver is filled with high pressure
helium and a nichrome wire is exploded with a large capacitor discharge to
break the upstream diaphragm stack. A shock then propagates through the test I
section creating a high speed flow of increased pressure and temperature. In
the test section, a cloud generator (Fig. 1) employing a solenoid actuated

impulse mechanism generates a slowly
settling cloud of dust prior to the
arrival of the incident shock. The

TRGER SRNG tip of the rod where the dust is
lightly packed is designed to intro-
duce some shear which provides for

SOLENOID better cloud dispersion.

Synchronization of shock and
the cloud so that they meet in the
observable volume defined by the two
windows is crucial. Therefore it is
necessary to introduce a time delay

oUsT between the pulses for the solenoid
and the nichrome wire. A series of
tests were conducted to optimize
this time delay, and a success prob-
ability of approximately 2/3 is

SHOCK TUSE WALL achieved. For that reason, a spark
shadowgraph of the cloud is photo-

Figure 1. Sketch of the Cloud graphed on a polaroid film for each
Generator run right before the arrival of the

shock. These photographs are used
in accepting or discarding the runs

on the basis of cloud location and dispersion. Figure 2(a) shows a typical
example of such a photograph. For a run to be acceptable the cloud should be
in the light region projected by the windows and should not have large par-
ticle agglomerations. As seen in Fig. 2(b), after the collision with the
shock the smaller agglomerations are shattered providing a fairly uniform
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distribution. However,small particles are observed to shed from the larger
agglomerations with a stripping type of behavior. In the latter case most of
the particles are attached to the
agglomeration which keeps them cooier
during most of the test time so that
the results will not be representative - "
of the real cloud-flow interaction. - ..... (a)
Indeed the ignition times observed iE.
with large agglomerations present were . . "
considerably larger than those ob-
served for a fully dispersed cloud.

Just upstream of the observation
window two pressure switches 0.305 m
apart are used to measure the wave (b)
speed. A pressure transducer located.- )
opposite the cloud generator marks the
start of the interaction between the
cloud and the flow. The end of the
test time is determined by the arrival
of either the expansion wave or of the
contact surface at the cloud and is
determined by a thermocouple. Because
of the acceleration of the cloud, the
cloud-flow interaction is observed
with an RCA 931B photomultiplier view- (c)
ing the entire length of the test sec-
tion windows. The signals from the
pressure transducer, thermocouple and
photomultiplier are recorded on
Polaroid film with a chopped, dual
beam Tektronix oscilloscope in the
single sweep mode. A typical trace
is shown in Fig. 2(c). Figure 2. Typical Cloud (a) before,

EXPERIMENTAL RESULTS (b) after the shock wave.I ' (c) Typical scope record.
In the experiments, Eastern

Kentucky bituminous pulverized coal
was used. In Table I the ASTM proxi- TABLE I. ANALYSIS OF DESSICATED COAL I
mate and ultimate analyses of this SAMPLE
coal are given. Control runs were
also made with high purity electrode Proximate Analysis (as fired)
graphite and with the char obtained Inherent Moisture = 1.1%
from the proximate analysis of the Volatile = 28.0%
same coal as that used in the tests. Ash = 26.8%
All dusts were dessicated first and Sulphur 1.3%
sieved to provide size ranges of Fixed Carbon = 42.8%
53/74, 37/53 and less than 37 microns.
Tests were carried out in nitrogen- Ultimate Analysis (moisture free)
oxygen mixtures with oxygen volume
percentages of 0, 21, 50 and 100%, C = 58.5%
initially at 33 kiloPascals. The H = 3.9%
Mach numbers employed were in the N = 1.2%
range 4.1 to 4.8. Contamination of 0 - 8.0%
the tube is monitored periodically S = 1.3%
using runs without particles, and the Ash - 27.1%
tube is cleaned when needed. For each
acceptable run two delay times were
determined from the oscilloscope trace of the photomultiplier. Time zero is
taken as the moment of collision of the shock with the cloud as marked by a
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rapid change in the pressure transducer signal. The heating delay is taken as
the time at which the photomultiplier output first starts to change, while the
ignition delay is taken as the time at which the photomultiplier output shows
a sharp increase.

Delay times in the range of 10 to 150 usec were observed. Experiments
resulting in delay times of less than 10 lsec were discarded due to limita-
tions in the time resolution of the experimental arrangement. The time
required for the shock wave to sweep through the cloud imposes a more strin-
gent condition on temporal resolution than the bandwidth of the electronics.
From Fig. 2(a) it can be seen that a typical cloud has a dimension of less
than 5 mm in the flow direction which yields a 3 to 4 usec sweep time for the
incident shock strengths used in the experiment.

The heating and the ignition delay data measured in the experiments are
displayed in the Arrhenius plots of Figs. 3 and 4, respectively. The delay
times are plotted against the non-dimensional reciprocal static-temperature of
the post-shock gases. The Mach number of the incident shock is also indicated
on the abscissa. As is to be expected, the delay times tend to decrease with
increasing oxygen concentration and increasing incident shock Mach number or
flow temperature. The particle size dependence of the delay times is so small
as to be indistinguishable within the experimental scatter.
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As seen in Fig. 4, the photomultiplier detects radiation even for parti-
cles in pure nitrogen. This set of data was therefore interpreted as repre-
senting the particle heating delay, namely the time required for the particle
surfaces to reach a temperature sufficiently high to emit detectable thermal
radiation. It is seen in Fig. 3 that the heating delays are about the same
for pure nitrogen and the 21% oxygen mixture. However, the heating delays are
much shorter for mixtures of higher oxygen content. As will be discussed be-
low, this effect may be due to the ignition of smaller particles or sharp
particle edges prior to the observed heating delay time. In that sense the
term "heating delay" is a misnomer.

It can be seen from Table I that the volatile content of the coal used
here is 28% of the total mass or 39% of the combustible mass. It is also
known that for most applications, the early stages of coal combustion are
governed by the release and combustion of volatiles for coals of this much
volatile content. To determine the influence of volatiles for the shock wave
ignition,graphite and char were tested. The graphite used is high purity
electrode graphite which has no volatiles and a very small porosity. Char
particles, on the other hand, were obtained from the proximate analysis of the
coal dust used in the above tests and so they had a negligible volatile con-
tent, but high porosity. The results, also shown in Fig. 4, indicate that
under the same experimental conditions char ignites sooner than coal while the
graphite ignites later. The behavior of the char supports the hypothesis that
heterogeneous reactions are the dominant factor in shock ignition. The
increased ignition delay of the graphite is probably due to its lack of poros-
ity, and supports the idea that in the case of the coal and char particles
heterogeneous reactions are not confined to the surface but also occur in the
outer layers of the porous particle structure.

THEORETICAL ANALYSIS

*Interpretation of the above data requires a detailed analysis of the
interaction between the flow and the dust cloud, and of the performance of thej electro-optical system.

I After the incidence of the shock wave the cloud is in a supersonic, high
temperature and high pressure flow. The mean free path of the post shock
gases is of the order of 0.05 microns so that the relative flow will be in the
continuum or near-continuum regime for most particles. It has been observed I
that the shock impact disperses the initial cloud (Fig. 2b). In part this
dispersion is a consequence of the particle size distribution since the smaller
particles accelerate more rapidly. In the simplified analysis presented here
it is therefore assumed that the particles are so widely spaced that interac-
tions between the particles can be neglected and a single particle model is
valid. Initially particles are in a supersonic flow so that a bow shock
stands upstream of each particle. The bow shock causes an additional increase
in the pressure and temperature. Because of the high flow velocity around the I
particle,pressure also varies considerably over the surface. If the particle
is porous, like coal or char, there may thus be a flow of gas into and through
the particle.

Particle heating starts at the instant of shock impact. However, as the
particle accelerates the relative convective velocity decreases reducing the
rate of heat transfer to the particle, and eventually the bow shock disappears. I
The time required for the particle surface to reach a threshold temperature
that is high enough for the particle cloud to first excite the electro-optical
system is defined as the heating delay period. When the right conditions are
achieved, the exothermic oxidation reactions occurring near the particle sur-
face will result in a rapid temperature rise, which causes a sudden increase
in the photomultiplier signal thus indicating the end of the ignition delay
period. Due to the high convective velocity around the particle the Biot
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number for coal particles is of order unity; hence, convection is not the only
process limiting the rate of heat transfer. Temperature variations within the
particle must also be considered.

Since a small cloud is being observed in this experiment the radiative
heat transfer among the particles will be negligible as opposed to a full
fledged combustion wave where there is a big variation of particle surface
temperature across the wave. Also, in the ignition studies, particle temper-
atures are relatively low during most of the pre-ignition period so that
radiative heat loss to the shock tube walls as well as the temperature depen-
dence of the thermal properties of the particles can be neglected.

In order to establish a simple mathematical model it would be helpful to
know in advance whether the ignition occurs on the surface or in the gas phase.
Preliminary studies indicated that for shock Mach numbers between 4.1 to 4.8
the observed ignition delay times are too short for significant devolatiliza-
tion to occur. According to the Bazdioch and Hawksley model4 less than 3% of
the volatile content is released within the delay times observed here, when
the highest rate constant from Anthony and Howard5 is used and the particles
are assumed to reach the post-shock static-temperature instantaneously. This
suggests that less than 1% of the heated coal mass is volatilized prior to
ignition. Due to the large temperature gradient at the surface volatiles will
be generated only in a thin outer layer of the particle. At the same time the
inward flow mentioned earlier will tend to carry these volatiles into the
particle interior where it is too cool for reaction. Hence the actual igni-
tion would appear to be due to surface reactions. This conclusisn is also
supported by the shock tube experiments of Hwang and Kathireshan .

A crucial problem is now establishing the surface area available for
heterogeneous reaction. For most industrial applications the porous flow of
volatiles within coal particles is now recognized to be important for accurate
devolatilization modeling. In shock ignition, however, the porous flow of
oxidizer into and through the particle becomes important. An order of magni-
tude analysis using Darcy's equation gives porous flow time-scales of the
order of the observed ignition delay times, for typical particle sizes. This
flow will obviously expose the pore structure to fresh oxidizer and make the
internal surface available for heterogeneous reaction. As also observed in
the experiments with char and graphite, the internal surface area will thus
be an important parameter governing the shock wave ignition. The unsteady
energy equation for porous media, however, reveals that the contribution of
this flow to heat transfer is small compared to conduction in the solid medium.

Although the actual shapes of coal particles are random in nature and far
from spherical they are assumed to be spherical in the analysis. Furthermore,
it is assumed that the convective heat transfer to the particle can be repre-
sented by an average heat flux calculated from the instantaneous recovery
temperature and the surface-average film-conductance. This assumption leads
to a spherically symmetric temperature distribution. Although the uniform
heat flux assumption is not necessary, replacing the particles by spheres
introduces so much error that a detailed analysis of the convection about the
sphere is not Justified.

The energy equation for the particle is then reduced to

aT a _a _L(r2 T N+ u It(r. t) 0 <r R t>O0 (1)

The source term u'" accounts for the internal heterogeneous reaction and is

given byn c

u'"(r,t) = S i PC Pa2 A exp [- E/RT(r,t)] (2)
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where Si and Q are the internal surface area and the heat of combustion per
unit mass, respectively. The particle motion is governed by the equation

4 3Pc !Rp = CD l R2 (V pV)2(3

R3 c dt D2 P2 (V2 - )p

where the subscript 2 denotes the flow properties of the gas behind the inci-
dent shock wave. The drag coefficient CD has been determined as a function
of Mach and Reynolds numbers using the empirical correlations of Walsh

6. As
discussed above, at the particle surface the spherically symmetric boundary
condition

kc T (Rt) = h(t) [Tr(t) - T(R,t)] (4)

is used. The heat transfer coefficient h and the recovery temperature Tr vary
with time as the particle accelerates, and this variation has a significant
effect on the heat transfer. The heat transfer coefficient depends on the
instantaneous Mach, Reynolds and Prandtl numbers and is calculated using an
empirical correlationT. The recovery temperature is represented by
Tr = T3 + P (To3 - T3), where T3 and T03 are the static and stagnation temper-
atures just behind the bow shock on the axis of symmetry, respectively, and
both are time dependent. The value 0.92 is taken for the recovery factor F
from Ref. 8 for near continuum flow as the Knudsen number based on the particle
boundary layer thickness is less than 0.05. Finally, assuming that the ex-
change of momentum and heat between the gas and the particles have negligible
effect on the gas flow, conventional shock relations complete the formulation.

A finite difference scheme is developed to solve the resulting set of
equations. The surface reaction rate for carbon and the thermal properties I
for bituminous coal are taken from Refs. 4 and 9, respectively. The internal
surface area per unit mass, Si, has been determined using the data of Gan
et al. O for the carbon content of the coal particles as given in Table I.
The variation of computed particle surface temperature with time is shown in
Fig. 5 for 37-micron coal particles in Mach 4.7 flows with four different gas
compositions.

A sensitivity analysis has been carried out to set a bound to the contri-
bution of the volatiles to the particle ignition behavior. In the first of
the two limiting cases considered the volatilesonce evolved,are assumed to
burn immediately at the point of evolution. This effect is taken into account

by an additional heat source term in
1600. STATIC TEMPERATURE, T2  Eq. (1). In the second case volatiles,

0 ;once evolved, are assumed to migrate
14o.I I to the surface and burn there instan-

taneously. Thus the contribution will
1200. be through the addition of a surface

_8 /heat source term to the boundary condi-
<iooo. tion (4), which involves the integral

of the volatilization rate over the
800.1 particle volume. The contribution of

volatiles, although more in the second
m 600. case than in the first, is insignifi-MS_ cant in both cases. When the hetero-

400. D =37. geneous reaction term is deleted from
the computation the time required for

200. particles to achieve the static flow
0. 20. 40. 60. 80. 100. 120. temperature is more than twice that

TIME (MICROSEC.) calculated considering heterogeneous

Figure 5. Calculated Surface reaction only, even when the oxidizer

Temperature Is air.
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COMPARISON OF THEORY AND EXPERIMENT

An accurate correlation of the calculated surface temperature curves and
the measured heating and ignition delays requires a quantitative study of the
electro-optical system behavior. In this section a simplified model to inter-
pret the photomultiplier output is presented and then it is used to compare
the experimental and theoretical results.

The photomultiplier output is approximately proportional to the light
flux incident on the photosensitive surface. The constant of proportionality,
the spectral sensitivity, varies with the wavelength; whereas the light flux
depends on the intensity and the angle of incidence of the light. While a
cloud of dust particles is traversing the field of view the incident light flux
received by the photomultiplier will vary with time because the angle of inci-
dence changes with the particle location, and the intensity changes with the
particle surface temperature and the distance between the particle and the
photomultiplier. To account for all these features, the electro-optical sys-
tem output Vi, is assumed to be proportional to the spectral response Sx, the
view factor Sa, and ttne total particle surface area Ap as viewed by the photo-
sensitive surface. Then it fnllows that

V i c Sx SaA (5)

The spectral response is defined as

Sx = J cx (xTw) Eb (x,Tw) R xW dx (6)
0 Eb x~d

where ex, Eba and Rx are the spectral emissivity of the particles, the black
body spectral power given by the Planck's law and the spectral sensitivity of
the photomultiplier, respectively. If the variation of ex within the band-4 width of the photomultiplier is negligible

Sx  Tw) = Eb (x,Tw) R (x) dx (6a)

where the bar indicates the average quantity. Taking Rx(A) from the manu-
facturer's specifications for the photomultiplier ex(Tw) is computed numer-
ically as a function of the particle surface temperature. The view factor,
on the other hand, degenerates into a directional sensitivity curve, as the
characteristic cloud dimension is much less than the optical pathlength.
Therefore Sa has been taken as the photomultiplier anode voltage V(x ) as a
function of cloud locationx , measured by moving a small incandesceht lamp
through the test section. Thus the photomultiplier output is

V PM o: ? ex(T w) V(X p) A p (5a)

By definitionexperimental heating delays correspond to a minimum detect-
able light flux on the photosensitive surface which is a constant threshold
value. Therefore, If TAp is assumed to be constant for the same type and size
of particles then 8x(Tw) V(xp) must also be a constant at the end of the heat-
ing delay time. The theoretical model presented in the previous section is
used to determine the times required for various Mach numbers to make axV a
constant whose value is chosen to give the best fit to the experimental data.
Results for heating delays in nitrogen are shown in Fig. 3 for 37 micron
particles.

Experimental ignition delays were identified by a sharp increase in the
photomultiplier output. It is seen in Fig. 5 that after the oxidation becomes
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significant there is a similar rapid increase also in the calculated surface
temperature. As the spectral response increases exponentially with the temper-
ature this term dominates the directional sensitivity term in this regime, and
therefore the ignition delay data corresponds to a constant particle surface
temperature. The theoretical ignition delay times calculated this way are not
sensitive to the value of this constant since the surface heating rates are very
high. The theoretical ignition delay times are displayed in Fig. 4for 37micron
particles in 3 different gas compositions.

Particle size dependence of the lxperlmental delay times are more moderate
than predicted by the present theoryil. At the coarse end of the particle size
spectrum this is attributed to the irregular particle shapes and the non-sym-
metricity of the temperature distribution within the particle. Depending on the
local radius of curvature, particle edges as well as the vicinity of the stagna-
tion points of the flow will heat up faster and ignite while the other parts of
the particle are still cool. On the other hand, for the fine particles the
porous flow and consequently the internal reaction will be less than antici-
pated by the present theory, therefore resulting in longer actual delay times.
The success of the single spherical-particle analysis thus depends on the choice
of the representative particle size which must result in an effect equivalent to
the real particles. The representative size of 37 microns here yields good agree-
ment between experiment and theory.

CONCLUSIONS

Experimental measurements of heating and ignition delay times for the shock

ignition of Eastern Kentucky bituminous coal have been made. The experimental
results and the theoretical calculations show that volatilization is not signif-
icant for the short delay times observed. The main mechanism of ignition appears
to be heterogeneous reaction both on the outside and within the porous particles. (
Therefore internal surface area rather than the volatile content becomes a key
parameter governing the shock wave ignition. This conclusion is also supported
by the shorter delays observed for char since it has a much lower volatile con-
tent and more internal surface area than coal. A simple theoretical model based
on an overall first-order heterogeneous reaction-rate without adjusting any
parameters provided results in good agreement with the measurements.
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0 ABSTRACT

0This study aimed to clarify the effects of the fuel

vapor, which had evaporated in advance and formed combusti-
ble mixture around the condensed phase, on the ignition of a
fuel droplet under the gas dynamic compression. A soap
bubble was utilized to make a heterogeneously distributed
fuel vapor pocket in oxidizer gas which offered a model of
the vapor cloud around the fuel droplet. Induction periods
for the onset of strong emission were measured for fuel
droplets, and the models and their ignition processes were
examined precisely by means of the interferometric measure-
ment of the fuel concentration field.The ignition delays of a fuel drop et and a pocket show
nearly the same value in the temperature ranges of experi-
ments. Moreover, the results of the interferometric meas- I
urement shows that the ignition process of a droplet is
nearly the same as that of a pocket. In both cases the ig-
nition (flame) first appears in outer end of the vapor cloud
where the fuel concentration is very low, then it spreads
into inner part of the cloud. This result shows that the
flame first appears at the point where the ignition delay

shows its minimum in the system.

1. Introduction

When there is a fuel droplet or spray in air, part of fuel evaporates
and forms combustible mixture around the condensed phase if the fuel has suf-
ficient vapor pressure. The ignition process of this system under the gas-
dynamic compression is a problem of great physical importance, for it consti-
tutes a basis for the understanding of the combustion process of spray and
film detonations. This process is considered to be different from that of a
cool fuel droplet suddenly introduced into fuel free high temperature air.
In fact, the ignition-lags of a fuel droplet[l] and spray[2] behind reflected
shock waves were found to be fairly shorter than those observed in furnaces.
These differences are surmised to come from the effects of the fuel vapor
which has evaporated in advance and has formed combustible mixture around the
condensed phase. Therefore, this study aimed to clarify the effects of the
fuel vapor on the ignition process of a fuel droplet.

In this work, a soap bubble was utilized to make a heterogeneously dis-
tributed fuel vapor pocket in oxidizer gas which offered a model of the vapor

, ' ---" I
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cloud around the fuel droplet. Induction periods for the onset of emission
were measured for fuel droplets, and the models and their ignition processes
were examined precisely by means of the interferometric measurement of the
fuel concentration field.

2. Experimental Setup

A specially designed shock tube was employed, which is shown in Fig. 1,
in which two oppositely facing shock waves of equal strength collided with each
other at the center of the test section and produced a high temperature stag-
nant gas region. This condition is just the same as that behind reflected

shock wave but there is no end wall of a shock tube. Four pressure trans-
ducers are equipped to trigger the light source for high speed interferometric
photography, to measure the shock speed of the incident shock wave and to fol-
low the pressure at the center of the test section. Induction times for the
onset of emission are measured using a photomultiplier tube at the center of

the test section. There is a 100mm diameter optical glass window also at
its center through which high speed interferometric photographs are taken.

A soap bubble was utilized to make a heterogeneously distributed fuel va-
por pocket in oxidizer gas which offered a model of the vapor cloud around the

fuel droplet. This soap bubble and the fuel droplet are hung at the center
of the test section of the shock tube which are shown in Fig. 2. The droplet

is hung by a small metal hemisphere (1mm diameter) at the tip of a needle oft a syringe, on the other hand, the soap bubble is sustained by a cone (5mm di-

ameter) at the tip of a needle. Ethylene glycol is added to the soap suds so

Driver Driven Section

Section Plate Valve

Helium Oxygen ]Pressure
Transducer4'

4J Pressure
Transducer

Photomultiplier
1A Window (d=100)

PressureVacuum Transducer

Plate Valve

Fig. 1 Shock Tube

Soap Bubble rcroplet

(a) Fuel Vapor Pocket (b) Droplet

Fig. 2 Test Section
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that the bubble is stable under the low pressure condition of the initial
state in the shock tube.

Normal alkanes were used as representatives of fuels. These were n-pen-
tane and n-hexane for the model of the vapor cloud and n-decane, n-dodecane
and n-tetradecane for the droplet. Pure oxygen or air and helium were used
as the oxidizer and driver gases whose pressures were 2.0-6.7 kPa (15-50 Tort)
and 0.6-1.1MPa (6.0-11atm) respectively. From these conditions, the temper-
ature and the pressure of the stagnant region ranged from 1200-2600 K and from
200-500 kPa (2-5 atm) respectively.

3. Results and Discussions

3-1. The Whole Process of the Ignition of a Fuel Droplet

The ignition process of a n-decane droplet was observed by means of a
high speed camera and a photomultiplier tube. An example of the results is
shown in Fig. 3. These photographs were picked out from a sequence of photo-
graphs taken every 29 isec. The number "0" in the emission history indicates
the time of the collision of incident shock waves which means the establish-
ment of the high temperature stagnant gas region. Hereafter, time is meas-
ured from this time. Other numbers show the released times of corresponding
photographs. Experimental conditions are shown in the figure. The emission

(1) 19pjs (5) 97Js (9) ,17pS (13) 825ps

(2) 1Ojus (6) 126pJs (10) 534ps (14) 1174pJs

n-Decane
in Oxygen

(3) 39ps (7) 185jus (11) 650js I

P5 314 kPa

'C;= 25 psec
~ Tj-- 370 usec

(4) 68ps (8) 3 01js (12) 767pJs

• i Emission

I ! 1....o History

Time Scale ( -

Fig. 3 Whole Process of the Ignition of a Fuel Droplet
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history shows a weak jump at 20isec between Photos. 2 and 3. It shows a
plateau for about lO0to 200isec, then increases exponentially to its maximum.
Correspondingly, Photo. 2 shows upward shift of fringes which represents the

compressed fuel vapor cloud while they turn downward in Photo. 3, that is,
the cloud has burnt between these photographs. Photos. 4 to 8 show mild
evaporation and combustion of fuel, then the definition of droplet becomes ob-

scure in Photos. from 9. All of these processes are considered to be impor-
tant steps in the ignition of a fuel droplet, however, this study mainly con-

cerns initial ignition process of fuel vapor as the first step of the study on

the ignition process of a fuel droplet.

3-2. Fuel Concentration Distribution in the Fuel Vapor Pocket

Temporal changes of fuel concentration distribution after the soap bubble
had been ruptured were observed by means of interferometric photography. The

result is shown in Fig.4. These photographs were taken every lOmsec.
Photograph a was released just before the rupture of bubble. It was done by
a needle which appears at lower right in the photograph. The fuel vapor dif-
fused rapidly L..; shown in Photos. b to f. It is deduced from this result
that the equivalence ratio at the center of the test section has already dec-

reased to less than 2. On the other hand, calculation of unsteady-state
molar diffusion shows that the equivalence ratio is 2 at 10 sec. Therefore,

the mixing in this study is far faster than molar diffusion, which is attri-
butable to the flow induced by ruptured-soap bubble. It takes 1 to 3 sec

from the rupture of the bubble to the collision of the shock waves in usual

run, so that the shock waves compress the fuel vapor pocket after the comple-

tion of the mixing by the flow but before the effect of molar diffusion becomes
significant.

a 0 b 10 C 20

d 30 e 4.0 t 50 msec

n-Pentane in Air, P 10 kPa

Fig. 4 Diffusion of the Fuel Vapor in a Pocket

3-3. Fuel Concentration Distribution in the Ignition Process

Figures 5 and 6 show concentration distributions in the ignition proc-
esses of the pocket and the droplet. Downward shifts of fringes correspond
to increases in refractive index (i.e. in the concentration of fuel) in these
photographs. Therefore, the fuel concentrations show their maxima at the
center of the test section in these photographs and decrease as increasing the
distance from the center. The distributions of the equivalence ratio and the
temperature in the stagnant region behind reflected shock waves are deduced

under the following assumptions; (1) The field is one dimensional, (2)
properties behind reflected shock waves are just the same as those obtained
when the mixture is compressed by a pair of incident and reflected shock waves
up to the pressure behind the reflected shock wave calculated in fuel free
oxidizer gas from the measured speed of the incident shock wave, (3) the

concentration of fuel is zero at the end of the tail of the fringe. The
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first assumption is satisfied everywhere except in the region just behind re-
flected shock waves where boundary layers interact with them. Therefore, the
end of the tail in assumption (3) is defined at the inner end of this region.
Regarding the second assumption, secondary pressure waves are generated
when a shock wave propagates into a region where there is a concentration dis-
tributlon. However, they are weak in gas mixture because the difference in
acoustic impedance is small between gases. Moreover, a rarefaction wave is

1.0 0 2)

-1800 > 8

0 0 i00

-20 -10 0 10 20 -0 0 10 20
X (mm) X Cmm)

(a) n-Pentane P = 409 kPa (b) n-Pentane P = 435 kPa
'r= 33 sec, Ti = 79 psec 7, = 59 psec, T; = 50iisec

Fig. 5 Fuel Concentration Distributions for a Pocket
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(a) n-Oecane P-474 kPa (b) n-Decane P-447 kPa
Z,= 30 sec, Z=29 usec Z 5= 51lisec, Zi= 31 lsec

Fig. 6 Fuel Concentration Distributions for a droplet
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generated as a secondary wave by a reflected shock wave in the region where a
compression wave has been generated by a incident shock wave. Therefore,
this assumption is considered to be a good approximation in this study. The
third assumption was confirmed by integrating the concentration distribution
obtained under these assumptions. The amount of fuel estimated by the inte-
gration agrees fairly well with that in the soap bubble for the case of the
fuel vapor pocket. On the other hand, the concentration of fuel at the cen-
ter of the test section is lower than one calculated from the saturated vapor
pressure of the fuel at initial temperature for the case of a droplet. Howev-
er, the integrated sum of fuel evaporated is about 10% of initial droplet and
the error is considered to be small if it is assumed that the latent heat for
evaporation has been supplied from the droplet. Deduced distributions of the
equivalence ratio and the temperature are also shown in Fig. 5 and 6.

Tr indicates the released time of the photograph in these figures and Ti
represents the ignition delay in the same mixture. Photographs (b) in these
figures were both released short times after the onsets of emission in which
fringes were disturbed at the outer end of the tails. These disturbances are
considered to show the existence of flame. On the other hand, Photo. (a) in
Fig. 5 was released just after the onset of emission in which there was not
any distinguishable signal in fringes. These results show that the ignition
process of a droplet is nearly the same as that of a fuel pocket. In both
cases the ignition (flame) first appears in outer end of the vapor cloud where
the fuel concentration is very low, then it spreads into inner part of the
cloud. Considering the resolution of fringe shift, the equivalence ratio at
the ignition point was estimated to be smaller than 0.01 in oxygen and to be
smaller than 0.05 in air. The ignition delays of several suturated higher
hydrocarbons from butane to octane were examined in a previous work[3]. The

result showed that ignition delays of lean mixtures with oxygen (and inert gas)

strongly depended on temperature but were independent of fuels and their con-
centrations except ones of extremely lean mixtures. Therefore, it is con-
cluded that the flame first appears at the point where the ignition delay
shows its minimim in the system.
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Fig. 7 Ignition delay Fig. 8 Ignition delay
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Evaporation and oxidation of the body of a fuel droplet follow the ig-
nition and combustion of the fuel vapor cloud around it and are considered to
be controlled by the combustion of the cloud. These processes are being stu-
died'now and the result will be reported in the near future.

3-4. Ignition Delays of a Fuel Pocket and a DropZet

The ignition delay is defined here as a time interval between the colli-
sion of incident shock waves and the weak jump in the emission history which
is shown in Fig. 3. Therefore, this induction time corresponds to the onset
of reaction in outer end of the vapor cloud. The ignition delays of a fuel
vapor pocket and a fuel droplet were measured for wide temperature ranges.
The results for a n-hexane vapor pocket and a n-tetradecane droplet are shown
in Figs. 7 and 8 in which ignition delays have been normalized to a typical
experimental condition of oxygen concentration under the assumption that the
ignition delay is inversely proportional to oxygen concentration. This as-
sumption is based on the result of the previous work[3] in which ignition de-
lays of homogeneous mixtures of hydrocarbon fuels and oxygen were studied.
Using the least square method, these ignition delays have been represented by
straight lines, which are shown in Fig. 9. The results for a r-pentane vapor
pocket and n-decane and n-dodecane droplets coincide respectively with those
for a n-hexane vapor pocket and n-tetradecane droplet. Therefore, they have
been included respectively in the ignition delays of a pocket and a droplet in
the figure. The result for the homogeneous mixture[3] is also shown in it.

The temperature dependency of the ignition delay of a pocket is slightly
smaller than that of a droplet but they show nearly the same values. On the
other hand, the ignition delay of the homogeneous mixture is more than an or-

der of magnitude shorter than those studied here and the temperature dependen-
cy is about twice. The induction time in the homogeneous system consists on-

ly of delays of chemical origin but those in the heterogeneous systems, such
as a vapor pocket and a droplet studied here, include ones of physical origin
as well. The ignition first appears in outer end of the vapor cloud, as men-
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Fig. 9 Ignition Delays of a Fuel Vapor Pocket, a Fuel Droplet

and Homogeneous Mixture
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tioned in section 3-3, the chemical process is considered to be the same as

that in homogeneous system. Therefore, the difference between these systems

is considered to be in physical processes. The most dominant physical delay

is surmised here to be the time required for reflected shock waves to arrive

at outer end of the vapor cloud. Although the physical processes of heat

transfer, evaporation and diffusion are really important in the processes of

combustion of condensed phase, they participate only in later processes and

are controlled by the combustion of vapor cloud around the condensed phase.

4. Conclusions

The ignition processes of a fuel droplet and its model were studied pre-

cisely and the observations were made;

(1) A heterogeneously distributed fuel vapor pocket in oxidizer gas

formed by means of a soap bubble offers a good model of the vapor cloud azi-Und
a fuel droplet.

(2) The ignition (flame) first appears in outer end of the vapor cloud

where the fuel concentration is very low.

(3) This process is independent of the existence of condensed phase.

(4) The ignition process of the body of a droplet proceeds in the burnt

gas of the vapor cloud and is controlled by the ignition and combustion pro-

cesses of the cloud.
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SHOCK INITIATED IGNITION IN HEPTANE-OXYGEN-ARGON MIXTURES
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The ignition of heptane in mixtures containing oxygen and0argon was studied behind reflected shock waves in 56 mu
i.d. and 26 nn i.d. single -pulse shock tubes. The
measurements covered the temperature range 1100-1700 K and
reflected shock pressures varying from 2 to 12
atmospheres. The experimental results of 140 shocks,whose
ign ition dela times were measured at the end plate in the
large shock tube, can be correlated by the relationship

T = 6.3 x 10- 12 exp(+35300/RT)[C7 H16 ] 0.2 -1.1 [Arlo. ec

In the 26 mm shock tube, the detection point was located
-80 nu from the end plate and the induction times were
correlated by different parameters. These parameters were
influenced by gas dynamic effects caused by the combustion
process. Previous results are discussed in view of this I
behavior.

INTRODUCTION

Heptane is considered as a very important hydrocarbon. It is the largest
constituent of kerosine and in some cases may reach up to 25% of the kerosine
distillate. Therefore heptane is considered as a good representative of
kerosine and studying its ignition and oxidation has always been of great
practical interest.

A large number of investigations dealing with the oxidation of heptane
were carried out. Even though these investigations are limited to shock
tubes and high temperature flow reactors the subject is well covered - 6 .
Most of the papers deal with n-heptane by comparing it to other fuelsl -4 ,
but some are devoted entirely to n-heptane oxidation5 - 6 .

This investigation is in line with earlier ignition and kinetic studies
of methane7 , ethane8 , propane 9 , and ethylene1 0 , whose aim was to
establish a well-defined overall correlation and on the basis of which
detailed kinetic mechanisms have been published I I- 13 . An additional
purpose was to compare ignition delay data obtained at the end plate to data
obtained on the side wall of the tube. A detailed kinetic mechanism on
n-heptane was reported by Williams6 and his scheme was considered in this

,=study.
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EXPERIMENTAL

Two different shock tubes were employed in this research. The Technion
shock tube was stainless steel, 54 mm in diameter with a 4 meter long driven
section. The tube was described in literature1 4 . The shock speed was
calculated from time intervals obtained between two Kistler piezoelectric
transducers 200 mm apart. The time intervals were measured to ±0.1 1isec. A
third Kistler 603A transducer located at the end plate was used to record the
pressure-time history of the experiment. The signal of the pressure was fed
into a Biomation 805 transient recorder on which the ignition delay times
were recorded with 2% accuracy.

The LSU tube was a 26-mm glass single-pulse shock tube 4 . In this tube
pressure was measured with a Kistler 603A piezoeletric transducer located
79.5 mm from the end plate of the shock tube. The output of the transducer
was recorded from a Tektronix 561A oscilloscope on Polaroid film. The
ignition delay times were signified by the onset of the ignition pressure and
could be read with 5-10% accuracy. Incident shock speeds were measured using
piezoelectric pressure transducers to trigger the start and stop channels of
interval timers. Transient times between transducers 20 inches apart were
measured to ±1 jsec.

In both shock tubes the materials used were "Merck" spectrochemical
n-heptane, Matheson 99.95% pure oxygen and 99.99% pure argon. Airco helium
was used as the driving gas. All materials were used without further
purification. The n-heptane vapors were used to prepare mixtures in
stainless steel tanks at 5 atmospheres pressure. The mixtures were allowed
to mix for a minimum of 24 hours before use.

The enthalpies of n-heptane for the calculation of the reflected shock

temperature were taken from API Project 4415 and extrapolated to the
1000-2600 K range with the use of Wilhoit's polynomials 16 . The oxygen
enthalpies were taken from JANAF tables 1 7 and the argon enthalpies from
NASA SP 3001 tables1 8. The reflected shock temperatures were calculated
using the standard conservation equations and the ideal gas equation of state
assuming frozen chemistry.

RESULTS

Table I represents the 15 series run with the 6 different mixtures of I
n-heptane-oxygen-argon at the different pressure and temperature conditions.
The mixtures were made in such a way as to permit direct delineation of the
power dependencies of the ignition delay times investigated. The general
overall ignition delay equation was assumed

C a~2b c
T - 10 - X exp(+E/RT)[C 7 H6] [Ar] sec

In each shock performed in a mixture of known concentration the ignition
delay time T and the reflected temperature Ts are recorded. The experiments
were spread over the temperature range in such a way as to permit maximum
accuracy to the parameters evaluated, according to the method used in former
investigationsT-lO. Approximately 280 shocks were recorded half of which
were Technion results, and half were LSU results.

Of the 140 shocks performed at the Technion, 113 are represented in Figure
1 and 2 as logT vs IT. The a and b dependencies of heptane and oxygen
respectively are presented in Fig. 1 by groups C-E and C-F. In Fig. 2 the
overall, as well as the argon dependency, are presented by groups B-D and
D-G, respectively.
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TABLE I

DETAILS OF GROUPS OF EXPERIMENTS OF n-HEPTANE-OXYGEN-ARGON-MIXTURES
TECHNION EXPERIMENTS

Series Concentrations No. T5 K P1  Average Symbol
Z mole of exp. range torr C5 x 10

5

C7 H 16  02 moles/cc

A 1 11 13 1239-1419 100 4.1 0
B 1 11 19 1273-1788 50 2.2 a
C 0.5 11 20 1247-1530 100 3.6 0

D 1 11 17 1220-1570 200 8.4

E 2 11 17 1265-1635 100 5.2 A

F 0.5 2.8 18 1443-1759 100 3.6 0
G 3 33.1 16 1143-1464 50 3.6 x

LSU EXPERIMENTS

A 2 11 17 1189-1342 100 6.0 0
B 0.5 11 19 1205-1320 100 3.6 x
C 0.5 2.8 19 1366-1582 100 3.6
D 1 11 16 1261-1450 50 2.1
E 1 11 15 1159-1288 200 8.0 I
F 1 11 15 1163-1331 100 3.9 v
G 3 33.1 20 1087-1200 50 4.1 a
H 0.61 6.7 15 1222-1389 100 3.5 £

3.0
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All 113 experiments were treated with a student t statistical program
published elsewhere1 9 . The values obtained for 99 shocks with a 20 spread
around the central value were

T = 6.3 x 10 - 1 2 exp(+(35300 ±1900)/RT)[C7 H16]
0 ' 2 [O2

r 1.1 [Ar]0.6 sec

A similar value within the same error limit was obtained for 110 shocks with

a 3a spread around the central value. These values can be verified
graphically on Figures 1 and 2 as explained in earlier articles 7 ,9 .

Figure 3 is a plot of log T/([C7 H1 6 ]°'2 [02] - . [Ar] 0 " ) vs IT 5 for 110

points showing the 3ospread around the evaluated statistical line.

0 P.63 .10 oep (353001 RT Sc mole *o 3 1 1'
L4 -

-50- 0

Figure 3:r7 3 A plot of log vs 1/T%

HJ, for all the Technion
0e ignition delay

0 o 0 experiments.
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Of the 8 groups of experiments performed at LSU, 128 shocks were included
in the statistical analysis and they are presented in Figure 4 with a 30
spread.

The result of the statistical correlation for the 128 shocks whose
ignition was measured 80 mm downstream from the end plate of the driven
section is

T---1.2 x 10 - 2 0 +± 1. 3 exp(+(56000 ±4300)/RT) [C7H 16 0.7±0.2 [ 2]-2.0 [Ar]. 1 7 ±0. 2 2 sec

]0.7 ]-2.0
In Figure 4 logT /([C7 H 16 0 102) ) vs l/ T5 is drawn for all 128
experiments and the above correlation line is shown.

o10 / .p(S6000T)seccc' no1"

-9 
°%

x 0 .

0 oFigure 4:-10 - * A plot of log B vs I/T s

A, for data gathered 79 mm

away from the end plate
(LSU data).
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Table 2 gives details of 3 representative shocks of each group of the

Technion experiments.

Table 3 shows a comparison between shocks run at the Technion and at

LSU having approximately the same pressure and temperature conditions, in
mixtures of the same concentrations. From the comparison it is clear that

the experiments measured at the side wall away from the end plate have
shorter ignition delay times than those measured at the end plate. This is
true in all cases despite the scatter of the results.

DISCUSSION

In this research two series of experiments are presented, the Technion

data performed in the conventional way with the ignition delay time measured
at the end wall, and those performed at LSU in a small diameter tube with the
pressure transducer located 79 mm from the end plate.

-J The differences found in the ignition delay correlation are dramatic.

a) The activation energy is 56 kcal compared to 35.3 on the end plate.

b) The power dependencies are also drastically increased: a = 0.7

compared to 0.2, b - -2.0 compared to -1.10 and c - 0 compared to 0.6.

These differences are caused by the location of the diagnostic transducer.
The ignition is measured away from the end ?late in a region raised to the Ts
temperature at different times before .he event. If the ignition occurs at
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the end plate until it reaches the transducer, the time will be shorter than

the natural time on the end plate. This is caused by the fact that once a
flame is started at the end plate it is driven forward by the burned gases
and by the additional reflected waves coming from the narrow tube walls
causing turbulence. Thus the flame becomes turbulent arriving to the
detection transducer earlier than it normally should have. This should be
the explanation for the different parameters obtained. Of course the
"correct" values should be the ones measured at the end wall while the ones
measured 79 mm dowrstream show the influence of the gasdynamics of a
turbulent flame.

TABLE 2

THREE REPRESENTATIVE SHOCKS FROM EACH SERIES OF EXPERIMENTS

PERFORMED AT THE TECHNION

Shock Composition % P1  U5  T
Se S o . 55 1
No. C7 1 6  02 torr atm K mm/ilsec usec

6 1 11 116 4.66 1260 7.27 .3778 323i A 10 1 11 105 5.17 1410 7.95 .3913 70
14 1 11 103 4.52 1323 7.56 .3835 170

22 1 11 50 2.03 1268 7.30 .3785 647
B 29 1 11 70 3.15 1341 7.64 .3851 155

37 1 11 50 3.08 1602 8.75 .4077 25

41 0.5 11 100 3.81 1311 6.62 .4014 200i 'C 45 0.5 11 101 3.51 1245 6.37 .3946 330
57 0.5 11 100 4.81 1503 7.30 .4206 27

64 1 11 200 9.23 1361 7.73 .3869 87

D 65 1 11 200 8.34 1286 7.39 .3801 200
75 1 11 200 11.81 1565 8.61 .4046 12

88 2 11 100 5.01 1257 9.08 .3470 452
E 90 2 11 101 7.95 1595 11.24 .3714 14

93 2 11 100 6.17 1401 10.04 .3578 95

105 0.5 2.8 100 5.17 1661 7.10 .4460 44
F 114 0.5 2.8 99 4.07 1443 6.50 .4242 303

118 0.5 2.8 100 4.43 1509 6.69 .4310 190

123 3 33.1 53 4.42 1342 14.17 .3189 39
G 136 3 33.1 55 3.25 1137 11.83 .3063 490

138 3 33.1 51 3.70 1254 13.19 .3135 142

Oppenheim et al. 3 ,20  have suggested that ignition causes definite

misreadings of the measurement. This is perfectly true because Oppenheim did
his measurements a few centimeters from the end plate and he encountered the
same problems that were encountered in the shocks performed at LSU.

Comparison of the n-heptane parameters with those found previously for
other parafins7 - 9 shows the following similarities and differences: a - the
argon power dependency previously found in other parafins to be zero, is here
0.6; b - the oxygen power dependency is the same as in methane 7 , ethane9
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and propane8 ; c - the fuel power dependency is small as in the other
cases. The very weak power dependence of the fuel was traditionally
explained as a result of a mechanism where the first initiating reaction is
the decomposition of the fuel followed by a branching reaction involving no
fuel molecule, H + 02 -* OH + 0, and the following steps being the reactions
of the 0 and OH radicals with the fuel parent-molecule.

TABLE 3

IGNITION DELAY TIME COMPARISON BETWEEN TECHNION

AND LSU EXPERIMENT SETS

Concentration % P1  LSU Experiments Technion Experiments
C7 H16  02 torr TK T psec T K T p sec

0.5 2.8 100 1576 18 1579 115
1526 65 1530 128
1445 180 1443 303

1 11 50 1428 30 1428 87
1365 90 1368 213
1261 500 1268 647

1 11 100 1331 30 1323 170
1288 95 1286 457
1261 135 1261 323

1 11 200 1288 15,15,40 1287 200
1240 85 1234 291

2 11 100 1313 95 1309 244
1317 231

1255 285 1257 452

3 33.1 50 1200 145 1205 224,238
1176 220 1174 347
1137 220 1137 490

The activation energy obtained at the Technion, 35.3 kcal/mole, is the
exact value of the lean mixture of Coats and Williams6 . In our research

the activation energy was the same for lean and ich mixtures. The high
activation energy, 45.2 kcal/mole for rich mixtures, found by Williams, is

undoubtedly caused by the location of his observation point 12.5 mm from the
end plate. The LSU experiments show that higher activation energies are

£obtained this way and the richer the mixture the higher the activation energy.

Williams6  also could not correlate his experiments but proposed a

relationship

42
- [C7 6 )

1.exp(+35300/RT)

which is very puzzling. Again, the experiments made at LSU indicate the

possibility of a high fuel power-dependency to be obtained if the location of
the detection station is away from the end plate.

. ;; . :. ' I
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The kinetic scheme of Coats and Williams6  assumes a pyrolitic
degradation of heptane as well as a degradation of heptane to heptanyl
radical C7 H1 5. The real oxidation occurs to C2 molecules and radicals. They
ignore any oxidation possible between radicals or molecules like C3H7 , etc.,
known to be of great importance1 2 . Coats21 chose C 7H16 - C5 H11 + C 2H5 to
be the first reaction in the kinetic scheme rather than the other two
possibilities C 7H 16 - C6H 13 + CH3 and C7H 16 -+ C4 H 9 + C 3H7, on the basis that
it has the minimal endothermicity among the three reactions. However, since
the source for these data2 2  is highly unreliable for this kind of
comparison, the choice looks like a purely arbitrary one and so it was
presented 6. The table of rate constants given in the article 6  is
insufficient to reconstruct the kinetics since a large number of important
reactions was omitted, for example, H 2 + 0 *H + OH, which is as important
as H + 02 - 0 + OH. The rate constants are similar to those gathered by
Bahn23 and can be adjusted to fit the oxidation kinetics. Thus, although
Coats' full scheme21 is arbitrarily chosen, it is a fair scheme and it
reproduces, after some adjustments, the oxidation of heptane.
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AN EXPERIMENTAL AND ANALYTICAL INVESTIGATION OF HIGH

TEMPERATURE IGNITION OF ETHANOL

K. Natarajan* and K. A. Bhaskaran

Department of Mechanical Engineering

0Indian Institute of Technology, Madras-600 036, India

An experimental and analytical investigation of the ignition
of ethanol-oxygen-argon mixtures behind reflected shock
waves was carried out over the temperature range 1300-1700K
at pressures of 1.0 and 2.0 atm and equivalence ratios of
0.5, 1.0 and 2.0. In the experimental investigation, igni-
tion was identified by the emission of visible light in a
shock tube. The time interval between the arrival of the

cincident shock at the end flange and the subsequent ignition
indicated by the first visible light emission was reckoned
as the ignition delay. The experimental ignition delay (T)
data were found to correlate with initial ethanol and oxygen
concentrations (mole/cc) and with initial temperature (K), by
the relationship:

T = l.0xl0
1 5 exp(159.8 kJ/RT) [C2 H5OH 

0 7 5 [Ar_-0 2 5

A 56 step kinetic model for ethanol oxidation in the abovetemperature range was assembled using published rate coef-i

ficient data wherever available and estimated data for the
reactions which have not been studied. Theoretical igni-
tion delays were evaluated from the concentration profiles*
based on the time at which the OH and CO2 concentrations )v
reach a value of 2x10- 9 mole/cc individually compared with
the experimental ignition delay data of Cooke et al. I3
which were based on emissions from OH and CO2.

INTRODUCTION

Methanol and ethanol have the potential to be widely used as practical
fuels for transport applications. They are replenishable fuels with reduced
pollutant emissions. When compared to methanol, little is known about the com-
bustion mechanism of ethanol at high temperatures. Fundamental aspects of the
combustion of ethanol will be helpful in developing a better understanding of
energy utilization and pollutant formation.

Experimental information on the high temperature ignition of ethanol is
scant. Mullins [2] measured ignition delays of a number of alcohols burning
with air in the temperature range 1050-1300K and obtained their activation
energies. Cooke et al. Flmmeasured ignition delays of stoichiometric ethanol-
* Permanent address: A. C. College of Technology, Perarignar Anna University
of Technology, Madras-600 025, India. .7 3'
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oxygen-mixtures, diluted with 95% argon, in the temperature range of 1330-1670K
and in the pressure range of 200-300 Torr using incident shock waves. Their
ignition delay data were based on emissions from OH, CH and CO2 .

EXPERIMENTAL INVESTIGATIONS

A stainless steel shock-tube of 71 m inside diameter and 14 m wall thick-
ness, with 3 m long driver section and 5 m long test section was used in this
investigation. Aluminium foils of 0.075 mm thickness were used as diaphragm
material. A pneumatically operated plunger was used to rupture the diaphragm
for any given driver pressure. The end flange of the test section was equipped
with a glass window and a piezoelectric pressure transducer. A photomultiplier
tube (RCA 931-A) kept in line with the window received the light emitted
through a lens system. Fig. 1 gives a schematic diagram of the experimental
set-up. A detailed description of the experimental set-up is given in ref.[3J.

High purity (99.99%) ethanol, oxygen and argon were used for preparing the
test gas mixtures. Hydrogen was used as the driver gas. The test gas mixtures
were prepared manometrically using the law of partial pressures and stored in
an aluminium cylinder of 25 liters capacity at 2 atm pressure. The mixtures
were prepared at least 24 hr prior to use to ensure a thorough mixing of gases.
Ethanol was obtained in vapor form by injecting a calculated quantity of liquid
ethanol into the mixing chamber under vacuum, through a rubber seal fixed on
top of it, using a microsyringe. The partial pressure of ethanol in the mixing
chamber was kept below its vapor pressure at room temperature so that it
remained as vapor. Table I gives the composition of the mixtures used in this
investigation.

TABLE I TEST GAS MIXTURE COMPOSITION

Mixture N. - Mole fraction 0
C2H5O 02 Ar

1. 0.0143 0.0857 0.90 0.5
2. 0.025 0.075 0.90 1.0
3. 0.040 0.060 0.90 2.0

& From the measured incident shock velocities extrapolated to the end wall,fl the reflected shock parameters were computed using one dimensional shock equa-
tions. All the ignition delay measurements were carried out behind the reflec-
ted shock. The time interval between the arrival of the incident shock at the
end flange (detected by the pressure transducer) and the subsequent ignition I
indicated by the first visible light emission (as detected by the photomulti-

plier tube RCA 931-A) was reckoned as the ignition delay.

EXPERIMENTAL RESULTS

Ignition delays of C2H50-0 2-Ar mixtures (Ar-90%) were measured in the
temperature range 1300-1700K at pressures of 1.0 ± 0.2 and 2.0 ± 0.2 atm and
equivalence ratios of 0.5, 1.0 and 2.0 (0-3.0EC2H5OH]/E10).

Figures 2 and 3 show the variation of ignition delay with l/T for 0-0.5,
1.0 and 2.0 at pressures 1.0 ± 0.2 atm and 2.0 ± 0.2 atm.

An ignition delay correlation accounting for temperature, pressure and
composition is i convenient way of expressing all the experimental data. For
the temperature and concentration ranges covered in this investigation, the
ignition delay time of C2H5OH-02-Ar mixture was found to be represented by:

S1.0xl0-1exp0 5 9. 8 kJ/RT) 2 Ho o. 1 o -. 75 Ar -. 2
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where, the concentrations are in mole/cc, temperature is in Kelvin, the activa-
tion energy is in kJ/mole and the ignition delay is in seconds.

A plot of T[C2 HOH0 13-O* 2
0 *75EAr 0 *25 , the correlation parameter as a

function of I/T is shown in Fig. 4 for all the experimental data. Figure 4
also shows the experimental data of Cooke et al. [13. The apparent activation
energy for ethanol oxidation, reported by Cooke et al. 13 and Mullins and
Penner [4l are 143 and 176 kJ/mole respectively, whereas the present investiga-
tion yields a value of 159.8 kW/mole.

ANALYTICAL INVESTIGATIONS

Based on the available reaction kinetic studies of methanol [1,5-10] and
acetaldehyde, [11,12] a 56-step reaction mechanism for ethanol oxidation (in
the temperature range considered) is proposed. The oxidation mechanism and
the forward rate coefficients are presented in Table II. The reactions listed
involve 26 species and argon. Essentially, the kinetic model consists of the
pyrolytic and oxidative reactions of C2H50H. reactions forming and removing
the stable products CH3CHO, CH20, H2, CO, CO2, CH4 , C2H4 and C2H2 , and reac-
tions of the radical species CH3CHOH, CH3CO, CH20H, CH3 , CHO, H, 0, OH, HO2 ,
C2H3 , C2H, CH2 and CH. To avoid an excessively complicated kinetic scheme, the
initiation steps generating CH2CH20H or CH3CH20 as an alternative to CH3CHOH
and steps generating CH2CHO as an alternative to CH3CO have not been included.
As far as possible, data were drawn from currently accepted values quoted in
the literature. With the exception of reactions (21), (47) and (48), all other
reactions were assumed to be in equilibrium, their reverse rate coefficients
being calculated from the equilibrium constant for each reaction.

of In the high temperature range considered here, the thermal decomposition
of ethanol reaction (1)] has been suggested as the most likely initiation
reaction . In the proposed mechanism, reaction (1) was assumed to be bi-

Amolecular. The computed ignition delay times are found to be strongly depen-
dent on this reaction rate. Computer runs made assuming this reaction as uni-
molecular showed a very high temperature inversion.

'As the fuel continues to decompose, the methyl and hydroxymethyl radicals
produced in the initiation phase slowly build up a radical pool. These radi-
cal species, particularly H, 0 and OH, accelerate the destruction of fuel
molecules. The second major phase of the induction period consists mostly of
chain branching steps leading to the consumption of the fuel and major inter-
mediate species like CH3CHO, CH20, CHO, C2H6 , C2H4 , C2H2, CO and H2 . The prin-
cipal fuel reactions are (2), (3) and (4) with the largest contribution pro-
vided by reaction (4). The computations show that the rate of reaction (5) has
negligible impact on the ethanol disappearance rate.

The CH3CHOH radical formed in reactions (2)-(5) is assumed to react via
reactions (6) and (7). Reaction (6) is highly significant in the present mech-
ansim and is assumed to be bimolecular. It provides an important source for H
atoms and is significant both in fuel rich and lean conditions.

Stable intermediates like CH3CHO, CH20 and HCO are mainly responsible for
degenerate branching reactions. The acetaldehyde concentrations encountered
in ethanol oxidation is found to be higher than other intermediates. In these
calculations, the largest contribution to the acetaldehyde consumption comes
from reaction (12). The acetaldehyde decomposition by reaction (8) comes next
in importance. The reaction between the methyl radical and formaldehyde
[reaction (31)3 is found to be very significant in the present system. Amongst
tb' formyl radical reactions, its rapid decay by reaction (32) is found to be
highly significant. Its reaction with molecular oxygen also plays an important
role. These reactions are largely responsible for CO production.
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Computations show that the oxidation of CH3 by 0 atoms through reactions
(16) and (17) is more important than its molecular oxidation [reaction (20)].
A substantial fraction of the methyl radicals recombine to form ethane through
reaction (21).

In the present mechanism C2H6 removal is allowed only via the overall
oxidation process [reaction (48)]. Ethylene consumption proceeds mostly
through reaction 51). In addition, reaction (49) is of some importance.
Vinyl radicals decompose yielding acetylene through reaction (53), which also
provides an important source of H atoms. Acetylene reacts primarily with 0
atoms through reaction (54).

Reactions (36)-(46) form the CO-H2-02 mechanism which is a central feature
of the oxidation mechanisms of all hydrocarbon fuels. OH attack on CO [reac-
tion (36)] is found to be the major path for the production of CO2.

ANALYTICAL RESULTS

Using the law of mass action, the law of conservation of energy for con-
stant-volume adiabatic combustion and the ideal gas equation, the values of
concentration of all the species, temperature and pressure at various intervals
during the reaction were calculated by numerically integrating the system of
equations by a variable stepsize, fourth-order Runge-Kutta method. Theoretical
ignition delays at various temperatures and pressures were evaluated from the
concentration profiles, based on the time at which the hydroxyl (OH) concentra-
tion reaches a value of 2x10- 9 mole/cc. Cooke and Williams [13] have shown
that the onset of ignition defined as a rise of the main hydroxyl emission peak
to 5% of its maximum value, is equivalent to a hydroxyl ground state concentra-
tion of 2x10- 9 mole/cc in both methane and ethane ignition. From the concen-
tration profiles, the times at which CH and CO2 concentrations reach a value of
2xlO- 9 mole/cc individually were also evaluated.

Figures 5 and 6 show the computed concentration, pressure, and temperature
profiles for the stoichiometric C2H5OH-O2-Ar mixture at an initial temperature
of 1500K and pressure of 2.0 atm.

Figure 7 shows a comparison of the computed values of ignition delay based
on OH and CO2 concentrations with the experimental ignition delay data of Cooke
et al. El], which were based on OH and CO2 emissions. It is likely that the
uncertainties in the quoted rate coefficients together with the existence of

J_ Ialternative reaction paths, not included in the present mechanism, are respon-
* sible for the relatively small differences between computed and observed

results. The computed values of ignition delay based on CH concentration were
much longer compared to the experimental ignition delay data of Cooke et al.[l]
which were based on CH emission. This fact indicates that the present mechan-
ism is not yet complete with respect to reactions involving the radical CH.

The experimental ignition delay data of the present investigation at 2.0
atm are not in good agreement with the computed data obtained using the pres-

ent kinetic model. Many of the rate coefficients related to ethanol were
extrapolated from low temperature data and the acetaldehyde mechanism reported
by Beeley et al. [i was used without any modifications. The mechanism needs
further modification before it can be used for higher pressures and tempera-
tures.
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TABLE II KINETIC MODEL FOR ETHANOL OXIDATION
(Teperature range: 1300-1700K)

Forward rate coefficient
Reaction HO 298 (cm3mo1 1s-I unless stated) Reference

(kJ/mole) Act. energies in kJ/mole)
1. C2H501+MCH2OH+CH3+M 360.1 3.OOE l8exp(-315.92/RT) This work
2. C2H5OH+O-CH 3CHOH4+OH -53.9 6.70E 12exp(-6.32/RT) 14
3. C2H5OR+H=CH3CHOH+H2  -62.2 4.40E l2exp(-19.12/RT) 15
4. C2H5OU+OHmCR 3CHO{+H20 -125.5 3.OOE 13exp(-24.94/RT) Estimated
5. C2H50H+CH3 -CH3CHOH+CH4 -64.7 3.98E l2exp(-40.57/RT) 16
6. CII3CIOH+MCH3CHO+H+M 131.1 5.OOE l3exp(-91.45/RT) Estimated
7. CHi3CH0H+O2-'CH 3CHO+HO2  -65.9 1.OOE l3exp(-23.28/RT) Estimated
8. CH3CHO-CH 3+CHO 355.6 4.OOE l4exp(-335.50/RT)s-1  17
9. CH3CHO-CH3CO+H, 359.2 5.OOE l4exp(-367.80/RT)s-1  18

10. CH3CHO4O=CH3CH+OH -68.5 l.OOE l3exp(-16.72/RT) 11
11. CH3CHO+H=CH3CO+H2  -76.7 8.70E l3exp(-28.97/RT) 11
12. CH3CHO+OH=CH3CO+H20 -140.0 5.25E l3exp(-9.99/RT) 19
13. CH3CO=CH 3+CO 60.3 2.OOE l0exp(-62.70/RT)s-1  20
14. CI 20H+MCH20+H+M 122.7 2.50E l3exp(-121.34/RT) 8
15. CH20H+02=CH 2O+02  -74.4 1.OOE l2exp(-25.1O/RT) 7
16. C113+O=CH 20+H -293.1 8.OOE 13 21
17. CI13 +O=CH+H20 -42.6 1.OOE 14 22
18. CH3+H=CH 2+H2  21.5 7.24E l4exp(-63,2/RT) 23I19. CH3+OH=CH 2O+H+H 134.6 2.OOE l6exp(-114.73/RT) 21
20. C113 +-02-CH2O+O+H 205.3 7.OOE l2exp(-107.2OIRT) 21
21. CR3+CH3=C2H6  -376.0 2.OOE 13 24
22. CH3+CH3=C2H4+H2  -239.1 1.OOE l6exp(-133.60/RT) 25
23. CI-2+02=CHO+OH -302.2 1.OOE I4exp(-15.5/RT) 26
24. CHi2+02 -CO2 IH+H -342.8 4.OOE l3exp(-9.2/RT) 27
25. CH+02=CHO4O -301.4 1.OOE 13 28
26. CH4+H=CH3+H2  2.6 7.24E l4exp(-63.10/RT) 29
27. CH4+OH=CH3+H20 -60.8 1.50E 06T2 .13exp(-10.20/RT) 30
28. CH20+0-CH0+OH -50.0 1,82E l3exp(-12.90/RT) 31
29. CR20+R=CHO+H2  -58.3 3.30E l4exp(-43.90/RT) 31
30. CH2O+OH-CHO+H 20 -121.6 7.60E l2exp(-0.7/RT) 31I '31. CH20+CH3=CHO+CH4 -60.8 2.20E 13exp(-21.53/RT) 16
32. CHO+M=CO+H+M 63.9 1.50E l4exp(-61.40/RT) 33
33. C'40+H=C04-H 2  -372.0 2.OOE 14 34
34. CHO+0OH-CO+H20 -435.3 1.OOE 14 3S
35. CHIO+02'.C0+HO2  -133.1 4.20E l3expC-30.90/RT) 11
36. CO+OH-C02+H. -104.5 2.32E l2exp(-23.85/RT) 36
37. CO+HO2-CO2+OH -264.4 2.OOE l4exp(-96.14/RT) 37
38. H02+H-OH+OH -160.0 2.50E l4exp(-7.90/RT) 38
39. H02 +0H-H20+02  -302.2 5.OOE l3exp(-4.18/RT) 39
40. H02+10 2-H202+02  -177.9 1.OOE l3exp(-4.18/RT) 39
41. H202+M-Oll+OH+M 215.0 1.26E l7exp(-190.37/RT) 38
42. 02+H-OH+O 70.7 2.OOE l4exp(-70.25/RT) 38
43. H2+O)-OH+H 8.3 2.20E l4exp(-57.32/RT) 40
44. H2+OH=H2O+H -63.3 2.90E l4exp(-45.97/RT) 41
45. OH+OH=H20+O -71.6 5.50E l3exp(-29.26/RT) 41
46. H+02+M-H02+M -197.1 150E l5exp(+4.18/RT)cm6mof'ls 1  38
47. C2H6-CH3+CH3  376.0 8.OOE l2exp(-294.30/Rl)s-1  21
48. C2H6+OHC 2H44H+H20 73.6 6.50E l3exp(-5.60/RT) 42
49. C2H4+O-CH 3+CH0 -112.3 2.26E l3exp(-11.30/RT) 43

50. C2H4+H-C2H3+H2  9.6 6.92E l4expC-60.70/RT) 44I51. C21 4+HC 2H3+H20 -53.7 1.OOE l4exp(-14.60/RT) 45
52. C2H4+-OH-C 3+CH2O -62.2 3.OOE 12 46
53. C2H3+M-C2H2+H+M 164.8 1.OOE 15exp(-91.50/RT) 44
54. C2H2+O-CH2+CO -201.2 6.30E l3exp(-16.70/RT) 32
55. C2H2+OH-C2H+H2O 24.0 6.30E l2exp(-29.30/RT) 32
56. CqH4O-CH+CO, -297.6 5.OOE 13 47
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For computing equilibrium constants most of the thermochemical data were taken

from JANAF Thermochemical Tables L48]. For the species C 2 H 5 OH, CH 3 CHOL,

CH3 CO, CH 2 OH, C2H 6 , C2 H3 and H202, the data were taken from Ref. [49.i.

REFERENCES

1. Cooke, D.F., Dodson, M.C. and Williams, A., Combust. 7lame -i, z33 (1271)
2. Mullins, B.P., Fuel 32, 451 (1953).
3. Bhaskaran, K.A., Shock tube study of the effect of dimethyl hyd;,zine o, t e

ignition delay of Hydrogen-Air mixtures, Ph.D. thesis, Indian In :itute cf
Technology, Mad~as, 1971.

4. Mullins, B.P., and Penner, S.S., Explosions, Detonations, .ammability a-i
Ignition, Pergamon Press, London, 1959.

5. Bowman, C.T., Combust. Flame 25, 343 (1975).
6. Aronowitz, D., Naegeli, D.W., and Glassman, I., J. Phys. Chem. 81, 2554 (1977).
7. Aronowitz, D., Santoto, R.J., Dryer, F.L., and Glassman, I., 17th Symp. (it.)

on Comb., 633 (1978).
8. Westbrook, C.K., and Dryer, F.., Combustion Science and Technology 20, 125 (1979).
9. Kenichi Ito and Toshiki Yano, 4th Syr: . jnt.) on Alcohol Fuels Technology, 683

(1981).
10. Natarajan, K., and Bhaskaran, .A., Comlust. Flame (in press).
11. Beeley, P., Griffiths, J.P., Hunt, ',.A., and Williams, A., 16th Symp. (Int.) on

Comb., 1013 (1976).
12. Colket III, M.B., Naegeli, D.W.. and Glassman, I., 16th S'Mp. (Int.) on Comb.,

1023 (1976).
13. Cooke, D.F., and Williams, .. , I'Lh Silp. 'Int.) on Comb., 757 (1971).
14. Ayub, A.L., and Roscoe, ..M., Can. Chem. 57, 1269 (1979).
15. Aders, W.K., and Waguer, h.G., Ber. F-gse,7.es, Yhys. Chem. 77, 712 (1973).
16. Kerr, J.A., and Parsonage, ".7., Fvaluata Kinftic Data on Gas Phae Hydrogen

Transfer Reactions of Met,1i ralicals, Butter.rths (1976).
17. Colket III, M.B., Nrtegeli, D.W., ind Glasmar, T., Int. J. Chem. Kinet. 7, 223

(1975).
18. Kerr, J.A., Chem. Rev. 6,, .69 (19G6).

19. Huie, R.E., and Herron, J.J., tigrc ir Reaction Kinetics 8, 3 (1975).
20. Benson, S.W., and O'Neal, [. ,Kinet:, Data o., 'IniL'- CLlar reactions, NSRDS-NBS

report 21 (1970).

21. Bhaskaran, K.A., Frank, P., and J . Th.,.thSm lnt.) on Shock Tubes and~Waves, 503 (1979).

22. Kuratani, K., Bulletin of ti.e Inttitrtv: of Tpace and Aeronautical Science,
Univeraity of Tokyo, Vol. II, No. 4 (1975).

23. Olson, D.B. and Gardiner, W.C. Jr., Combust. Flame 32, 151 (1978).
24. Walker, R.W., Reaction Kinetics and Energy Transfer, Vol. 2, p.161, S.P.R.

Chemical Society (1977).
25. Roth, P., and Just, Th., Ber. Bursenges, Physik, Chem. 83, 577 (1979).

26. Benson, S.W., and Hangen, G.R., J. Phys. Chem. 71, 1735 (1967).
27. Warnatz, J., 18th Symp. (Int.) on Comb. (19bU)(in press).
28. Jachimowski, C.J., Combust. Flame 19, 347 (1977).
29. Roth, P., and Just, Th., Ber. Bunsenges, Physik. Chem. 79, 682 (1975).
30. Zellner, R., J. Phys. Chem. 83, 18 (1979).
31. D-,n, A.M., Johnson, R.L., and Steiner, D.C., Combust. Flame 37, 41 (1980,.
32. ',ndooran, J., and Van Tiggelen, P.J., 16thS ~mp. (nt.) on Ccmb., 132 (1976).
33. Schecker, H.0., and Jost, W., Ber, Bunsenges. Physik. Chem. 73, 521 +[ 7 )
34. Niki, H., Daby, E.E., and Weinstock, B., 12th Symp._(mt-.) onCcmb., 272 (1-;6
35. Bowman, C.T., Combustion Science and Technology 2, 161 (1970).
36. Vandooran, J., Peeters, J., and Van Tiggelen, P.J., 15th Sy:p. (i- :

745 (1974).
37. Vardanyan, I.A., Sachyan, G.A., and Na~oandyan, A.B., Int..C2|>. line

23 (1975).
38. Baulch, D.L., Drysdale, D.D., Home, D.C., and Loyd, A.C., Evaluato Ic

Daf L-ighkJ &_MogeXaureReactions Vol. I, Buttirworthr, London, 19
39. Lloyd, A.C., Int. J. Chem. Kinet. 6_ 169 (1974).
40. Schott, G.L., Getzinger, R.W.,and Seitz, W.A., Int. J. Chet:. Kinet. 6, ?2:
41. Gardiner, W.C., Mallard, W.0., McFarla , M., Murinaga, K., Over, .. , T'vl11E.

W.T., Takeyama, T., and Walker, B.F., 14th Symp. (Int.) jrn Comb., 61 (1973).
42. Smets, B., and Peeters, J., Second European Coahustion gyrn6 1, 38 (1975).
43. McLain, A.G., and Jachimowski, C.J., Chemfca-kL tn-tcmodJ1ig of propane ::i!a-

tion behind shock waves, NASA Ind.-8501 (1977).
44. Just, Th., Roth, P., and Damm, R., 16th Symp. (Int.) on Comb., 961 ('97.".
45. Baldwin, R.R., Simmons, R.F., and WalkeFh R- Ti;8.Fa ada' Soc. 62, ?436

(1966).
46. Kerr, J.A., and Rajajckzack, E., Third Supplementary Tables of Bir olecular Gas

Reactions, Dept. of Chemistry, University of Birmingham k1977).
47. Browne, W.G., Porter R. P., Verlin, J.D., and Clark, A.H., 12th Sirly. (huL.)

on Comb., 1035 (196,,.
48. Stull, D.R., and Prophet, H. (Ed.), JANAF Thermochemical Tables NSRDS-NBS 37,

Dow Chemical Company, Michigan (1971).
49. Bahn, G.S., Approximate Thermochemical Tables for some C-H and C-H-O spcr es.

NASA Report CR-2178 (1973).



18401 Natarajan and Bhaskaran

0 RIVEISE1 001. -L 0 1Fr0

ri t. . AoRA. O. o,,. Lf.MEo I _/.-/P

1~ F'

60

i Prsue()*0 d
i I O - I !l

0 0 Eq5i 104/rTic(K
- 

* 0

0

FIG 2 EXPERIMENTA IGNITION DEIAY ATA FOR C2 H5 O-2-Ar MIXTURE

TEk4MP!RATURE. K

"1700 Iw VI~O 1400 130

10000 3

Presiure (P) z 
2
.0O2atm

D Equivalence ratio (#) * 1.0

A Equlvat~nre rat., z9 1 .0

o Equwiaence ratio () .2.0

80oo F

w aP

0

U a

1100 T _ K-')-

FIG 3 EPEIMENAL IGNITION DELAY DA FiR 2HSH. A2r A MIXTUiF

_ ___ __I

TEPRTUE



High Temperature ignition of Ethanol 18411

16. 0 1600 1500 0 K 1400 1300

-8.7 0

-8.9
6 based on CO2 emission

00

0 -9. - 10II *xp(159.9 kJIRT)

095 CzNeOH -0,z-Ar- MIXTURE
c-. Mixture No.).( 0zO.5

A- Mixture No.2.1 0-1.0 1

Lj 0- Mixture No.31 0-2.0
9.7 x, a- Ignition delay data

of Cooke et al (I] based
In an OH and COX emissions
0

-J-9.9
X0

6.0 6.2 6.4 6.6 -$ 7.0 7.2 7.4 7.6 7.6

FIG.4. CORRELATION OF EXPERIMENTAL IGNITION DELAY Isec.) WITH INITIAL6POST -SHOCK TEMPERATUREI AND CONCENTRATIONS (mole/cc I
OF C2 HsOH Oz AND Ar.

a,

..- 6 cz5"02

I.-o

15 20 40 6028 10 12 14

T0M - MIROSEO 0
EI C%2 CIOPTDCNETAINPOI



AA

(8421 Natarajan and Bhaskaran

CHSOH - Ot - Ar mixture

.6 0.025 0.075 0.90
Pressure Ps* 2 atm ,E

CH

00

0 CHO -160.2

-~~ 1600 2.0

12 .8

0 IO 20-080 10 10 100 .

S' 1
3.0~~~-10 daao2Cok.t0,1

Symol - optdintindlydt

-1 0 0 4 0 s 0 2 4

SymbolsL-neo1putedigdionoOHdemaysdot

2.0- Lie20 ae nC 2 eiso

Lin 1based on OH 2eOmission

m based on [CO] 2 x17 maleicc

6.06.5 70
104 / T ( K_

1 )

FIG. 7. COMPARISON OF COMPUTED IGNITION DELAY DATA WITH EXPERIMENTAL

DATA OF COOKE et al [I]



A STUDY ON THE HYDROGEN-OXYGEN DIFFUSION FLAME IN HIGH SPEED FLOW

S. Takahashi, Y. Yoshizawa, T. Minegishi, the late H. Kawada

Mechanical Engineering Laboratory, Ibaraki prefecture, Japan

S Dep. of Mech. Engg., Tokyo Institute of technology, Tokyo, Japan

-A new type of apparatus was adapted to the study on the dif-

fusion flame in high speed flow with the use of a shock tube

/detonation tube combination. The flows behind the incident
shock wave propagating into 02-Ar mixture and the burned gas

behind the detonation wave traveling into a fuel-rich H2-0 2 -
Ar mixture were used to produce a fuel flow and an oxidizer

flow respectively. The burned gas was issued through a noz-

zle in parallel to the oxidizer flow and two-dimensional flow

field was established at the test section of the shock tube.
The process from the starting of the flows to the formation
of a diffusion flame was investigated by the pressure mea-

surements in both tubes and by schlieren and interferometric

photography. Also the ignition distances of the diffusion

flames in quasi-steady state were measured from direct photo-

graphy. As a result, a detonation tube was shown to be a "
useful device for producing a high speed and high tempera-

ture flow and it was confirmed that the ignition distance is
greatly influenced by both velocity difference and hydrogen

concentration.

INTRODUCTION

With the requirement for the increasingly faster flight of airplanes, the

development of supersonic combustion technology has become one of important sub-
jects in combustion engineering. Various methods of flame holding such as bluff
-body, recessed wall, piloted flame and so on have been devised and developed

to stabilize a flame in high speed flow. Those methods are used to hold a flame
mairly in a premixed gas flow and are not necessarily adequate for the applica-
tion to supersonic combustion. Recently the supersonic combustion techniques
by a diffusion flame have received attention. The flow fields in these combus-

tion systems are considerably co.plex due to the existence of a shock pattern
anda turbulent mixing process.While numerous studies (1)-(5) have been
conducted in this field, they have not given enough information to design a com-
bustor of a scramJet engine. On executing anexperiment of such supersonic com-

bustion using a steady flow, a huge experimental facility is needed because a
large amount of high temperature air flow must be supplied. Moreover, it may

be difficult to vary the experimental conditions over a wide range employing a
steady flow apparatus.

The detonation tube, as well as the shock tube, is considered to be a sim-
ple and convenient device to produce a high temperature gas flow. Behind a
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steadily propagating detonation wave, a uniform gas flow of high temperature is
formed and also its physical conditions can be evaluated from the characteristic
values at Chapman-Jouguet point. Moreover, the use of a detonation tube has the
additional advantage that the starting time of a flow can be regulated easily
with an electric circuit by firing the detonable mixture in the detonation tube.

In this work, a new type of apparatus was designed for the study on the
diffusion flame with the use of a shock tube/detonation tube combination. The
detonation tube served as a generator of a fuel flow of high temperature and the
shock tube acted as a short duration wind-tunnel of an oxidizer flow. This
paper reports the structure of the apparatus and the flow characteristics in
both tubes and presents the preliminary results obtained by optically observing
the diffusion flame.

EXPERIMENTAL APPARATUS AND PROCEDURE

The experimental apparatus employed in this study consisted of a shock tube
and a detonation tube, which were arranged in parallel to each other and con-
nected with a bent-tapered nozzle at the test section of the shock tube as shown
in Fig.l. The shock tube served as a short duration wind-tunnel and the inci-
dent shock wave propagating into 02 (20%)-Ar(80%) mixture generated an oxidizer
flow. The shock tube was a conventional one with a 70in i.d., 3m-long driver
section and a 43 mm square, 6 m long driven section. A test section with two
glass windows was installed at the downstream end of the driven section and was
connected to a dump-tank across a plate valve, A needle in the driver section,
which was driven by a solenoid, was used to synchronize the rupture of the dia-
phragm(l) with the photographing by a high speed camera. On the other hand, the
detonation tube produced a fuel flow. The burned gas behind a detonation wave
propagating into a fuel-rich H2-02-Ar mixture was issued through the nozzle in
parallel to the oxidizer flow in the shock tube. The detonation tube was a cir-
cular pipe with 32.9 mm i.d. and 1.75 m length. One end of the detonation tube

Awas closed and the other end was connected to the nozzle across the diaphragm(2).
1An igniting plug was equipped on the detonation tube near the diaphragm(2) and

a circular pipe with numerous holes was inserted into the detonation tube to
accelerate the transition from a deflagration wave to a detonation wave.

Two pressure transducers were equipped on the test section and at the lo-
cation of 2.05 r upstream from its center. The former signal was employed to
monitor the pressure change in the test section and the latter signal acted as
the signal source for triggering the spark ignitor. The timing of the firing
is regulated using a delay circuit so that both the oxidizer flow and the fuel I
flow may start at almost the same time. Also, both the signals were utilized
for the measurement of shock wave velocity which determines the flow conditions
of the oxidizer flow. Another pressure transducer was equipped at the closed
end of the detonation tube, which enabled us to ascertain whether the complete
transition to a detonation wave was established.

TrIrgger Driver De C Delay Sprk
Circuit Circuit AMPItfie Circuit Ignitor

Pump H2-02-Ar

Prss re s rre P l

Trasducr Di ph ag (2)Plt I Pm

He Vocuum Vocuum 02-Ar

-- ti- Volve Du Tak

Fig. 1. Experimental apparatus
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The test section is shown in Fig.2. The nozzle, which was curved down-
ward from the joint with the detonation tube, was introduced into the shock tube
along the upper wall of the test section. The cross section of the nozzle was
contracted to a 43 mm x 2 mm rectangle at its exit and a two-dimensional paral-
lel flow field was formed in the test section.

Fuel

Upper allof Nozzle Fig. 2. Test section and

Test Section zEnlarged Draing of nozzle
Nozzle Exit

Oxidizer

Lower Wail of Pressure
Test Section Transducer

Each run was shot in the following way. After the driver and driven section
of the shock tube, the detonation tube,and the dump-tank were evacuated, pres-
surized helium, the oxidizer mixture , the fuel mixture and air were introduced

into these tubes to the desired pressure respectively. The pressure in the
dump-tank was kept at the same level with that in the driven section, and the

plate valve is opened. The diaphragm(l) was ruptured by the needle when the

framing speed of the high speed camera has reached to around 5000 pps and a
shock wave propagated into the driven section. In the already mentioned way,
the mixture in the detonation tube was fired with the igniting plug. As a result, I
the diaphragm(2) ruptures due to the pressure rise in the detonation tube and
the burned gas behind the detonacion wave issued into the test section through
the nozzle in parallel to the oxidizer flow. Schlieren, interferometric and

direct photography were employed to observe the flow field.

FLOW CONDITIONS

While the use of a detonation tube has some advantages in producing a high

temperature flow, it should be noted that the fuel flow conditions can not be
chosen arbitrarily. The strength of the mixture used to produce a fuel flow
must be chosen so that the transition time to a detonation wave becomes short com-

pared with the characteristic time, which is defined as the ratio of the detona-
tion tube length to the velocity of the detonation wave. This imposes a severe
restriction on the experimental conditions of the fuel flows. In addition,
there is a correlation between the temperature and the velocity, and neither can
be varied independently. Four kinds of the mixture(H2:02:Ar-3:l:2, 3:1:3, 5:2:3
and 4:1:2) were used and their .nitial pressure was fixed at 700 Torr. Under
these experimental conditions, it was confirmed from the pressure measurements

* that smooth transition to a detonation wave took place. The flowing conditions
of fuel were evaluated based on the relationship of isentropic flow and the

Kproperties of the mixture at the Chapman-Jouguet point. Namely, the character-
istic values at the Chapman-Jouguet point were determined from the composition
and the pressure of the initial mixture, and flowing conditions of the downstream
from the Chapman-Jouguet point were calculated under the conditions that the flow
is isentropic and the sonic flow is established at the nozzle exit. On the other

hand, the flowing conditions of oxidizer were determined from the measurement of
the incident shock wave velocity in usual way.

The flowing conditions of the oxidizer and of the fuel at the nozzle exit
are listed in Table 1. The temperature and Mach number of the oxidizer flow

, were varied over the range from 600 K to 1150 K and from 0.89 to 1.23 respec-
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tively. The temperature and velocity of the fuel flow at the nozzle exit were in
the narrow range from 2140 K to 2360 K and 1150 m/s to 1190 m/s respectively.
The mole fraction of hydrogen could be changed in the relatively wide range
from 0.15 to 0.31.

Table 1. Flow conditions of oxidizer and fuel

Run idizer Flow Fu Iel Flow Velocity Concen.
Press. Temp. Velocity Mach Press. Temp. Velocity H2 Pelocity Conae.

NO. MPa K m/s NO. MPa K m/s % ParameterParameter

1 0.057 1150 770 1.23 0.31 2270 1130 19.6 0.19 2.32

2 0.062 1.000 680 1.18 " 0.25 1.83

3 0.065 890 610 1.12 .. " 0.30 1.54

4 0.080 750 520 1.03 . ., 0.37 1.06

5 0.071 600 400 0.89 " , , 0.48 0.98

6 0.052 1070 720 1.20 0.29 2140 1050 16.4 0.19 2.66

7 0.061 990 670 1.17 " & 0.22 2.12

8 0.062 850 590 1.10 ' " 0.28 1.80

9 0.078 740 510 1.01 , " 0.35 1.58

10 0.071 600 400 0.89 ,, It 0.45 1.86

.1 0.057 940 650 1.15 0.31 2360 1150 15.4 0.28 1.68

12 0.062 1000 680 1.18 0.29 2180 1190 31.1 0.21 3.39

* Velocity parameter =(Uf-Uo)/(Uf+Uo)

** Concentration parameter=(?f.Xe/Mf)/(5o. Xo,/Mo)

CHARACTERISTICS OF FUEL AND OXIDIZER FLOW

The flowing conditions listed in Table I are valid under the conditions
that the flow in the nozzle is steady and the oxidizer flow is not influenced

by the existence of the fuel flow. In order to investigate whether these con-
ditions were satisfied, the pressure measurements were made at the test section
and at the nozzle prior to the observation of diffusion flame. In Fig.3, the
pressure change in the nozzle(upper trace) and in the test section(lower trace)
are shown. The first rise on the both traces represents the issue of the burned
gas into the nozzle and the test section. The pressure in the nozzle, then,
gradually increases and reaches a certain level. The pressure at this time
was 0.54 MPa, which coincided well with the evaluated value. It is considered
that the steady flow has been established at this time. This steady state is

broken by the propagation of the detonation wave, which has reflected at the
closed end of the detonation tube, into the nozzle. The time required for the
establishment of the steady state and the duration of the steady state are esti-
mated to be 0.7 ms and 1.0 ms respectively. On the other hand, the pressure in
the test section is kept constant for 0.8 ms after showing the temporary fluctu-

ation due to the issue of the burned gas as well as the pressure in the nozzle.
Then the gradual increase is observed and followed by the large jump due to the
arrival of the reflected detonation wave.

Another pressure measurement in the test section made clearer the charac-

teristics of the oxidizer flow. Three traces in Fig. 4 are the signals of the

pressure transducers which were equipped on the test section at intervals of

,, " . -200 mm. The symbols A, B, C and D indicate the commencement of the fuel flow,

::- '.the incident shock wave, the compression wave and the reflected detonation wave V
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respectively. It was found from these traces that the steady flow of the oxi-

dizer lasted for about 0.9 ms until it was interrupted by the compression wave

which propagated upstream. Such a compression wave was observed even when Ar

was used for the shock tube flow instead of 02-Ar mixture. Therefore, it is

considered that the compression wave does not result from the interaction of the
fuel flow and the oxidizer flow, but from the characteristics of the shock tube

flow. Although the period in which both of the flows were steady was short in

this work, earlier start of the fuel flow will make the duration of the steady

state longer.

1Po (D)

05(B)

d na Closed E no (A) Pre e B n aofdetoation Woe ktntda

P ne t S ck eove s.] Pressure of Ofnstre nt . (C) Co(rAs0o. .4'U.5'6 M

Fig. 3 Pressure changes in the Fig. 4 Pressure changes in the

test section and nozzle

~OBSERVATION OF FLOW FIELD
Figs.5 and 6 are typical schlieren and interferometric photographs takenCto observe the flow field. The change in the test section is also shown

1.11, Wavere s su e ssr f D -~ ra C oar s n o

in Fig.5. The figures under these photographs represent the elapsed tine from
the issue of the burned gas into the test section and the numbers on the pressure

trace correspond to those of the photographs. These sequential photographs cla-
rify the flow pattern and the formation process of the diffusion flame. In the
first photograph of Fig.5, the burned gas has been Just issued and the mixing

region has not been formed yet over the whole region of the test section. The

photographs (1)-(3) show the process from the starting of the flowsto the esta-

blishment of a steady flow. Two oblique shock waves originatefrom the upper and

lower tip of the nozzle exit with the starting of the fuel flow. The former ref-

lects at the upper wall of the test section and propagates across the fuel flow

into the free stream of the oxidizer flow. The latter propagates directly into

the free stream of the oxidizer. A rarefaction wave also originates from lower
tip of the nozzle exit. After reflecting at the upper wall, the rarefaction

wave interacts with the oblique shock wave reflected at the upper wall in the

free stream of the oxidizer flow, which results in a single oblique shock wave

in the oxldzer flow. The shock pattern shows little change in the photographs

(3)-(4). This means that a steady flow has been established. After 1.05 us,
it is observed that the shock pattern is disturbed from the downstream by a com-

pression wave. This compression wave corresponds to the one detected by the

pressure measurement in the test section.
Fig.6 is the interferoetric photograph of the flow field in a steady

state. From the narrow spacing and the large shift of the fringes in the vicin-
ity of the nozzle exit, the fuel flow is found to rapidly expand iamediately
after issued into the test section. On the contrary, the oblique shock waves

- bring about slight deceleration and temperature rise to the l'oth flows. The9. '." fringes are almost vertical in the fuel and the oxidizer flow except the mixing 

Sregion. Although the fringe shift of the mixing region is large in the neigh-

(3).-(. Thi men-htased lwhsbe salse.Atr10
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0.2,

0.1(8

(1 0 is (5) 0. 75 ms

A(2) 0.1.5 ms() 1.5m

(4) 0.60 ms (8) 1. 65 mns
Fig. 5 Schlieren photographs showing typical flow pattern.

Fig. 6 Interferometric photograph 7\\\\\\\\\\\\'\\
showing the steady flow field. center Of Test section

Fig. 7 Schematic drawing of flow field.
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borhood of the nozzle exit, it gradually decreases as the mixing of the fuel
flow and the oxidizer flow proceeds. These facts suggest that the flow condi-
tions of the fuel change rapidly from those calculated due to the expansion in
the test section. It may not be adequate to use the flowing conditions evalu-
ated at the nozzle exit in discussing the properties of the diffusion flame.
If the experimental conditions are chosen so that the pressure at the nozzle
exit agrees with that of the oxidizer flow, it will be capable of producing the
same flowing conditions with those calculated. Fig. 7 is a schematic drawing
of the flow pattern which was synthesized from these observations.

OBSERVATION OF DIFFUSION FLAME

Fig.8 is the direct photographs which show the formation process of a dif-
fusion flame. The figures under the photographs indicate the elapsed time from
the issue of the burned gas. Since the fuel is issued before the oxidizer flow
starts, the early issued portion of the fuel almost reaches the opposite side of
the test section as shown in the first photograph. In the second photograph,
the whole mixing region is brightening. The emission, however, does not mean
the formation of a diffusion flame because the fragment of the diaphragm burns
with its exposure to the surrounding high temperature gas. As the fuel flow ap-
proaches its steady state, the ignition point moves downstream. It then stays
at a distance apart from the nozzle for a short time and turns back upstream withTi ?the passage of the compression wave. In this way, a steady diffusion flame
appears to exist, though its duration is short. Therefore, the effect of the
velocity difference between the fuel and oxidizer flow and the hydrogen concentra-
tion on the ignition distance have been investigated based on the direct photo-

rgraphs of the steady diffusion flame.

(1) 0 ms (5) 0.90 ms

(2) 0.20 ms (6) 1.10 ms

(3) 0.45 ms (7) 1.30 ms

(4) 0.65 ma (8) 1.65 ms
Fig. 8 Direct photographs showing the formation of a diffusion flame.

-t? _
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Each effect can be seen in Fig.9. Velocity parameter(P is defined as (Uf-Uo)/
(Uf+Uo ) and stands for a measure of the magnitude of the velocity difference bet-
ween the both flows. On the other hand, concentration parameter q5 is defined as
(ff.X/Mf)/(Fo'Xo/Mo) and represents the over-all mole ratio of hydrogen to oxy-
gen. The change of the velocity parameter (Pwas caused mainly by the oxidizer
velocity, because the velocity of the fuel flow could not be varied over a wide
range as described above. Fig.9 shows a general trend that the ignition dis-
tances become shorter as the velocity difference increases. The temperature of
the oxidizer flow decreases with the increase of (Adue to a correlation between
the temperature and the velocity of the
oxidizer flow. Therefore, it may be * 1. 58-2.66
concluded that the velocity difference A 164 0.98-232

greatly influences the ignition distance A 15.4 1.68
of the diffusion flame. The effect of 0 31.1 3.39
hydrogen concentration can be seen by 6

comparing the experimental points of dif- E

ferent hydrogen concentration. In the range
of hydrogen fraction from 0.15 to 0.20 A
hydrogen concentration has little effect 2 4
on the ignition distance. On the con- 60 A* 0
trary, in the case of the hher hydrogen A

concentration(0.31), the outsL-ading in-
crease of the ignition distance was found.

I These experimental results seem to sug- 2

gest that the ignition distance increases
rapidly when the concentration parameter
exceeds 2.5.

0 0 0

0.L 0.2 0.3 0. 0.5
velocity Parmeter

Fig. 9 The effect of velocity differenceand hydrogen concentration on ignition

distance.
CONCLUDING REMARKS

A shock tube/detonation tube combination has been adapted to the study of
a diffusion flame in high speed flow. The process from the starting of the
flows to the formation of a diffusion flame was investigated by the pressure
measurements in both tubes and by schlieren and interferometric photography.
Also the ignition distances in a steady state were measured by direct photogra-
phy. As a result, a detonation tube was shown to be a useful device for pro-
ducing a high speed and high temperature gas flow and it was confirmed that the
ignition distance is greatly influenced by both velocity difference and hydro-
gen concentration. The pressure difference between the nozzle exit and the oxi-
dizer flow resulted in a more complex flow field. This my be resolved by pro-
perly selecting the initial pressure in both tubes. The improvement of the ap-
paratus or the proper choice of the experimental conditions would make pos-
sible more detailed investigation of the diffusion flame. Moreover, modification
in the combination may offer new possibility to the application of a detonation
tube to the study of high speed gasdynamics.
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EXPERIMENTAL INVESTIGATION OF SHOCK INITIATED

METHANE-COMBUSTION NEAR A WALL

R. Keiper, J. H. Spurk

Institut fUr Technische Strbmungslehre

Technische Hochschule Darmstadt
6100 Darmstadt, West Germany

Methane-Air mixture in Argon heat bath is
ignited by shock, reflected from the endwall of
shock tube.

Using focused laser beams (X=633 ran) in con-
junction with a Mach-Zehnder Interferometer the
time dependent density (index of refraction) in
the boundary layer (space resolution ca. 0.1 mm)
and outside the boundary layer is observed. Metha-
ne absorption is measured with a focused Helium
Neon laser beam at 3.391 microns. Surface tempera-
ture of the endwall is measured by thin film ga-
ge s.

Experiments are compared with numerical pre-
diction based on Bowman's reaction scheme inclu-
ding Zel'dovich mechanism. Agreement between ex-
perimental density profiles and numerical predic-

tion is very good. Methane absorption outside the
boundary layer agrees well with computation based
on isobaric combustion. Measurements in the boun-
dary layer, albeit with insufficient space reso-
lution, are in accord with the predicted trends.

1) Introduction

Combustion processes are strongly coupled to the dynamics of
the flow and, especialiy near a wall, to the diffusion and con-
duction process. Since all combustion systems have walls where
major contributions of pollutants are formed, this zone is of
special interest.

We report here on an investigation of this zone which con-
sists of the boundary layer forming at the endwall of a shock
tube, when an air-methane mixture diluted by argon, is ignited by
the shock reflected from the endwall. While the coupling to the
outside flow is rather weak in our case, and one may deplore this
lack of realism for the application, it is this fact which makes
the flow amenable to computation and to detailed experimental in-
vestigation. The computation taking into account the time depen-
dence of the outside flow caused by sidewall boundary layers,

It
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and the combustion process outside the boundary layer, have been
reported in {M}. We give here an account of the experimental
work, results of which have been used for comparison in {1}.

2) Density profiles and surface temperature at the wall.

The experiments were carried out in a stainless steel shocK
tube of round 100-mm diameter crosssection and a length of 10 m.
The shock tube has an insert, which serves as test section, and
has a square crosssection of 55x55 mm. Windows installed in the
sidewalls allow (interferometric) observation of the flow near the
endwall. The tube is filled with a mixture of methane, argon,
oxygen and nitrogn with the mole fractions XCH 4 = 0.0325, X0 2

0.162, XN 0.0993 and XAr 0.7062 to initial pressure of

7 mbar. Shock waves with Mach number of about 3.2 heat the test
gas to about 2000 K upon reflection from the endwall.

Two laser beams (A =
633 nm) (Figure 1) are
used to measure the index
of refraction i) in theI boundary layer at varying3 distances from the end-

I. wall,ii) outside the lay-
er at a distance of 14 mm
from the endwall. The
beams are passed through
a Mach-Zehnder Interfero-

7 meter where each beam isS I split in a reference beam
SI and a beam traversing the

Laser Mach Zhnder I test section. The beam
outside the boundary lay-

gage er has a radius of about
1.5 mm. The beam in the

I.2B D boundary layer is focused
on the centerline of the

L3  test section to a waist= 1L3 radius of about 0.08 mm

M- at the e-2 intensity
2 _ point and the beam radius

- is practically constant
across the test section.

L A circular stop is placed-t just outside the window,
0/ D which was found to reduce

the effect of beam re-.iserfIfraition in the boundary
layer. At the exit of the
interferometer the ref-

erence beam and test sec-
tion beam emerge superim-
posed and their combined

Figure 1: Set-up fo- density intensity will vary ac-
measurement cording to

I~~t) 2 6oOS (t)"" (
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from which the phase 6(t) may be
gotten.

- Figure 2 shows typical inten-
sity traces as recorded by the pho-

R 2 x=14 mm todiodes for a test with pure ar-........ _ gon and a test with combustible
mixture. The intensity trace out-

- 2 side the boundary layer IR for the
S-A xrO'6mm argon test shows the jump in in-o Argon tensity, first across the incident

1OO' S and subsequently across the reflec-
l0 As ted shock. (For a discontinous

- - - change of intensity, for example
through the shock, the change of

/ 1 2 x=1xmm phase angle from equation (1) is
R 3 multivalued to k2r, and the inte-

4 ger k is selected on the basis of
the expected change of phase ang-
le as determined from the measured

o , 2 Mie x2:6mm shock speed using the shock rela-
tion . The intensity is seen to

-pt 20s change slowly after passage of the
kreflected shock. This change is

Figure 2: Typical intensity an increase in index of refraction
traces (or density) which is due to ef-

1 incident shock,3 combustion fects of the sidewall boundary

2 reflected shock,4 relaxation layer. It is known that the side-
wall boundary layers cause distur-

bances behind the initial shock, these are amplified by the re-
flected shock and lead to an increase in density {21.

The intensity trace IG in the boundary layer at 0.6 mm from
the endwall does not resolve the incident and reflected shock.

.. Due to the increase of density within the growing boundary layer
at the endwall, the intensity change behind the shock is much
larger; the intensity goes to zero at about 200 psec and to maxi-
mum intensity at about 700 psec. The intensity trace for the test
with combustible mixture shows behind the incident shock a relax-
ation zone (note the difference in time scale) which is due to
vibrational relaxation of the methane component, and behind the
reflected shock a relaxation zone, which we attribute to the vi-
brational relaxation of the oxygen component. The intensity is
not constant after the vibrational excitation is reached, but con-
tinues to change due to the density increase caused by the side-
wall boundary layers. Following this change, there is a rapid de-
crease of intensity which is due to the decrease of density dur-
ing combustion. The time between the reflected shock and onset
of the combustion is the ignition delay time. This time can also
be read off the pressure traces, of which typical examples are
shown in Figure 3. The upper trace is again for a test in pure
argon; the lower trace is for a test with combuatibie mixture,
and it shows that the combustion process causes an increase in
pressure. This behavior is in good agreement with characteristics

computation of the inviscid flow outside the boundary layer {1t.

The change of index of refraction with time (integrated over
the length of the beam in the test section L) is related to the
change of phase by

,. , . ! -- ... ...
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n(t) - n(o) : 6(t) -

- -- where A is the observing wave-
-f . length.

From the change of index of
refraction we compute the density

J T _ _4A rgon change from

n(t) - 1 z Kp(t) (3)
--t150-s

since the Gladstone-Dale-Constant
_ = K Kp./p is almost constant,

P even for the burnt mixture as the
4 1 1 1 numerical computation shows. Here

| K. is the specific refractivity
- - N o the i-th component, p. its par-
I _tial density.

T -Mixture- Extensive tests were made in
-;t 7 Ls pure argon, where the boundary lay-

5A er is selfsimilar and an exact so-
lution exists. The tests show,

Figure 3: Typical that the effect of refraction pre-
pressure and wall cludes measurement of density his-
temperature histories tories for aistances from the end-
I incident shock
2 reflected shock
3 temperature jump~4 combustion

wall smaller than Frozen,
0.3 mm. Similarity flow/
tests of the experi- 6
mental argon dataand comparison with 1. /1

the exact solution /
indicate a spatial /
resolution of the /

optical system of 'x=03mm "
about 0.1 mm.(By x03 . Equilibrium
these means misa- / / flow
lignments of the / / D Nonequilibrium
beam of less than
0.05 mm could be a
detected.) 7

x=074mm
Figure 4

shows a compari-
son of the densi-
ty histories of 0.9
three tests with 3,A,m Measurement
the numericalprediction fl}. 02030 0 t s
In the absence

of combustion
there is a Figure 4: Comparison of measured and computed
change of den- density histories
sity outside (Computation are based on T(t=o):
the boundary 2017 K, p(t=o) 0.52 bar)
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layer as discussed above. In order to climinate this effect the
density in the boundary layer is referrea to this slowly varying
density. In this sense, the boundary laye.' without combustion or
before the combustion sets in, is a quasisimilar boundary layer
{11. The tests at x = 0.74 mm and x = 1.00 mm have the same shock
velocities and therefore the same initial conditions. The numeri-
cal computations were based on these test conditions. The agree-
ment between the prediction and the experiments is very good.
The test with x = 0.37 mm has a different shock velocity so that
the experiments cannot immediately be compared with the above
mentioned computations. However,here too, the experimental trace
follows the curve for frozen flow until the flame reaches the
measuring positions and caused a decrease of density. The experi-
mental points then approach the curve for equilibrium flow.

Figure 5 shows the ignition delay time versus equilibrium
temperature behind the shock, computed on the basis of Bowman's
reaction mechanism {31 including Zel'dovich mechanism (91 assum-
ing homogeneous isobaric conditions. Also shown are experimental
delay times. The triangles represent typical delay times taken
from the pressure near the endwall and the squares are delay
times from the density traces measured 14 mm from the endwall. Our
experimental results are in good agreement with Skinner'sinterpo-
lation formula, evaluated for the concentrations of our mixture
{4}. In order to make experimental and theoretical delay times
agree, we have changed the preexponentia] factor in the star7 re-
action CH 4 + M CH3 + H + M from Bowman's Y lue of 1.4 x 10 to

6.7 x 10

0 gn. S This value was determined on

2the basis of extensive charac-
teristic computation of the
outer flow in which the pre-

100- ,exponential factor was varied

50-_ to give best agreement between
measured and computed pressure.

Figure 3 also shows tem-
perature traces, which repre-

T sent the surface temperatures
_ _0_ _ of (thin film) heat gages moun-

ted in the endwall of the tube.
' K The upper trace, for a test in

2200 2100 2000 1900 pure argon, shows the jump in
temperature and the subsequent

Figure 5: Ignition delay time. constant wall temperature asso-
ciated with the similarity na-

ture of this boundary layer.
The lower traces shows the temperature for a test with combusti-
ble mixture, from which the heat transfer rate may be computed.
Alternatively, one may compute the temperature change at the sur-
face of the endwall from the theoretical heat transfer, and com-
pare it immediately to the measured temperature distribution, as
is done in Figure 6. The computations are based on a noncatalytic
wall. Agreement during ignition delay time t. < t is quite good,
but larger differences especially in the slo of the temperature
curve are apparent for later times.

While these differences may be caused by catalytic action of
the endwall, it may also be due to the fact that Bowman's react-
ion mechanism does not correctly describe the reaction in the
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iT (K)

6-

5"

4-experiment: -6-.6-

. theory: -o--o- (noncoto!yfic"--"i.'- well )

frozen f/ow
t (Is)

Figure 6: Wall temperature history (ccmputations are based on
T(t=o) 2017 K, p(t=o) 0.52 bar)

cold portion of the boun-
dary layer. Warnatz (5}

9imo has proposed a scheme
9- ,- which includes C 2 -hydro-A carbon reactions and

which should be better
suited for the cold por-

tion of the boundary lay-

10-1 H20 er. Some of his react-
ions (Table 1) were there-

numerical computations.

10-2.  There was almost nochange in predicted heat

4transfer and no change in
ignition delay time. The

10-3 . most noteworthy changes
occured in the concentra-

/ tions near the wall.
These changes are shown in

104. Figure 7, where some con-
centrations at the wall
are shown as a function
of tY-e.

100 200 300 400 500 3) Absorption Measure-tLS ments.

Despite some differ-

ence in heat transfer
Figure 7: Wall concentrations (solid rates between theory and

line based on Bowman {3, experiment, the results
broken lines with inclusion show, that the overall be-
of Warnatz ractions {51) haviour of the boundary

VA



Methane Combuston Near a Wail 18571

Reaction A{cm,Mol,s} n E{cal/Mol}

12 H6  .4 E + 53 -12 16 2001)

2 CH3 + CH 3 C2H 5 + H .8 E + 15 0 26 512

3 C2 H 4 + H2  . E+ 17 0 32 005

4 H C2 H5 + H2  .54 E + 3 3.5 5 207

5 C2 H6 + 0 C 2 H 5 + OH .3 E + 8 2 5 111

6 OH C2 H 4 + H .63 E + 7 2 645

7 C2 H 5  C2 H 4 + H .14 E + 39 -7 59 5001)

8 0 + HCO .2 E + 1 4 0 2 293
C2H 4 + CH3

9 OH + H2 CO .7 E + 36 -7 9 1001)

Table 1: Reaction scheme for higher hydrocarbons

(1) Value for 1 bar)

layer is well predicted
Ii by the numerical computa-

tion. For more detailed
0-I information, it is neces-

sary to measure concen-
trations in the boundary

Sx=Umm layer. Since the 3.39 Pm
x=O.8mm- He-Ne-Laser line is ab-
x=0.6 m sorbed by gaseous hydro-

carbons, especially me-
x=O.Smm thane, diagnostic methods,

0.9 X=0.4 mm using the absorption of
this line, have found
application in flow field

x=O.25mm studies and kinetics ex-
periments. The use of the
method in boundary layer
flow requires a narrow
beam to give sufficient

0.8. spatial resolution. At-
tention must also be paid
to problems of beam re-
fraction, since here one
is dealing with absorpt-
ion near the center fre-
quency, where the index

0.71 MtS] of refraction of the ab-
sorbing species can be-

i come quite large, and de-
pends on the line profile
and therefore on the
physical conditions.

Figure 8: Intensity ratio in the
boundary layer for methane We report here on
absorption (same condition some experiments of pre-
as Fig. 4) liminary nature, which
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were done to investigate the
[_ -feasibility of this technique

I ;7- -- for boundary layer work. The ex-
0-- + - perimental set-up for the absorp-

S+-tion measurement was similar to
- -- - the set-up in figure 1 but with-

1out the interferometer. Addition-
al stops on the detector side

P 2 3- 1 Mbtur and a filter were used to elimin-_11I ate signals from emission. The

beam was split into two beams by
70 Aia splitter plate; one beam passed

the test section and the
Figure 9: Intensity trace at other was used as reference beam

x = 1.3 mm and substracted from the test
1 incident shock beam in order to reduce effects
2 reflected shock of sawtooth-like intensity vari-
3 combustion ation which are particular to

the laser used. Since the beam
is normal to the windows, the reflected beam entered the laser
and caused a bothersome modulation of the beam intensity. No spe-
cial effort was made in these tests to obtain high spatial reso-
lution, the beam having a waist radius of about 0.12 mm in the
center of test section and a radius of 0.25 mm at the windows. In
order to get an idea of what to expect from these measurementnwe
have plotted in Figure 8 the theoretical intensity (I-I )/(lo-I1 )as a function of time for various distances from the wail for a

typical test condition. I is the ratio of transmitted to inci-
dent intensity after filling the shock tube. (Our measurement ga-
ve a value of II = 0.9 at 7 mbar pressure, while the computed va-
lue based on the absorption coefficient at room temperature accord-
ing to f6} gave i 1 0.895.) I is the ratio of intensity (=I)after combustion is completed Rnd all methane is consumed. I is

the intensity ratio during combustion computed from the boundary
layer solution and using the temperature fit to the absorption
coefficients of references 161, (71.

I-lA 0 AOX Experiment

1.0. L 1
~A°0

x
A0

0 0
0.9

0

0 0X

x=1.3mm x=0.7mm x=0.5mm Xx=0.4rrmm
TO =2061 *K TVm = 2112 'K TOm =2095 'K TV~, =2103 'K

Figure 10: Experimental intensity histories for methane absorp-
tion (Theoretical curve is the history outside the
boundary layer)

_ _ __ __ __
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As Figure 8 shows,the intensity behaviour in the boundary
layer does not differ much from the behaviour outside the bound-
ary layer (x=1.3 mm for the time interval in fig. 8) until distan-
ces very close to the wall are reached. The intensity ratio (1-I 1)/
(I -I ) can also be formed from the experimental intensity traces
such as are shown in Figure 9, where a large change in intensity
can be seen across the shock and relatively small changes during
combustion. In these experiments there was no beam refraction no-
ticable. In Figure 10, we show experimental intensity histories
(I-I )/(I -I ) for various wall distances. The theoretical curve,
basea on Fhe absorption data of ref {81, are the intensity histo-
ries outside the boundary layer, computed for the physical condit-
ions of the corresponding experiment. This preliminary data did
not warrant the more expensive bounidary layer computation. Because
of the poor resolution and still considerable uncertainty of the
absorption coefficient at high temperature, no quantitative com-
parison is appropriate; qualitatively,however, the experiments
bear out the results of the numerical computations, namely, that
there is little difference between the intensity curves in the
boundary layer and outside the boundary layer.

4) Concluding remarks.

i Density measurement of high spatial and temporal resolution
were made in a reacting boundary layer. The measurements show
that the overall boundary layer behaviour is correctly predicted
by Bowman's reaction scheme if the start reaction is slightly
changed to give the measured ignition delay times. The difference
in measured and computed surface temperatures suggests catalytic
action of the wall rather than inapplicability of the reaction
scheme. Measurements of methane absorption are feasible and are

also in accord with prediction.
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A SINGLE PULSE SHOCK TUBE STUDY OF

CSOOT FORMATION FROM BENZENE PYROLYSIS

Stephen N. Vaughn, Thomas W. Lester and Joseph F. Merklin

Kansas State University

0 Manhattan, KS 66506

Vapor phase benzene diluted in argon has
been pyrolyzed in a single pulse shock tube fitted
with an in-line, fullport ball valve to facili-
tate post shock gas sampling. The disappearance
of benzene has been shown to be second order with
respect to benzene concentrationand the rate-
constant (over the temperature range-o1300-2300
K) is best. described by

= 4.0x1014 exp (-19250/T) mol
-1 cm3 sec -1

""Product analyses have shown the major pro-
ducts to be acetylene and styrene with trace
amounts of diacetylene, methane, vinylacetylene
and toluene also detected. Gravimetric analysis
of the solid residue has been achieved using a
removable liner in the end section of the shock
tube. Recovery of solid and gas species was
found to be 85-95% of the original reactant mass'i with increasing temperature until c. 1900 K at
which time the fractional soot yields remain
constant at 0.8 to 2700 K.

INTRODUCTION

The phenomenon of soot formation has been studied since the
early nineteenth century. Recently, the production of soot from
hydrocarbon combustion has become of importance from both a
pollutant and a performance point of view. When synthetic fuels
are introduced in the future, to augment or replace petroleum
fuel, the soot formation problem will certainly worsen (1). The
high aromatic content of synthetic fuels is responsible for this
increased soot formation.

The pyrolysis of aromatic and substituted aromatic compounds
has been studied over a wide range of temperatures and carbon
atom concentrations. Benzene has been studied frequently, but
most of the work has been performed at lower temperatures. The
study of Scully and Davies (2) on the soot formation from a
number of aromatic hydrocarbons indicated that the yield of soot
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appears to be closely connoted to the stability of the aromatic
ring and the effect of substitutions on that stability.

There is significant evidence for suggesting there are two
chemical pathways for the production of soot from benzene. One
pathway at low temperatures (T < 1400 K) is via biphenyl as the
first intermediate (3,4). There also have been arguments that
biphenyl is the first major product from the pyrolysis of benzene
at higher temperatures. Asaba and Fujii studied benzene pyro-
lysis in a single pulse shock tube in the temperature range,
1400 - 1900 K and have suggested that biphenyl is an inter-
mediate, based on optical absorptions at 300 nm and 650 nm (5).
Graham, et al. reported a rapid decrease in the soot yield from
benzene pyrolysis above 1700 K. They ascribed this behavior to
a competition between two pathways of benzene disappearance.
One, they term "fast" and the other through ring rupture to
acetylene, they described as "slow" (6).

EXPERIMENTAL

Benzene (Fisher, Certified Grade) was used without any
further purification. Benzene mixtures were made by injecting a
known amount of liquid benzene into an evacuated stainless steel
bottle (500 cc) and then adding either nitrogen (Matheson, Zero
Grade) or argon (Matheson, 99.999%) as a diluent. Mixture con-
-oentration was determined by gas chromatographic analysis. The
only impurity was toluene (,0.1%).A ~ ~Test gases were heated by the reflected shock wave in a 5.0

cm i.d. stainless steel shock tube which has been previously
described (7). A number of modifications have been made. The
shock tube has been fitted with an in-line, full-port ball-valve
to facilitate post shock gas sampling (see Fig. 1). The experi-

6mental section was constructed with a removable aluminum liner so
solid samples can be collected, weighed and analyzed.

'Batch gas samples were taken by expanding the reaction zone
mixture into a previously evacuated 75 cc stainless steel bottle
equipped with a gas-tight three-way valve fitted with a rubber
septum on one of its ports. The contents were analyzed on a
Tracor (Model 560) gas chromatograph equipped with dual flame
ionization detectors. CI-C 4 hydrocarbons were analyzed with

182 cm x 4 mm i.d. glass columns packed with carbosieve B.
For C6 and higher hydrocarbons, 3% OV-103 on Supelocoport

(Supelco Inc) and for polycyclic aromatic hydrocarbons, SP 2100
columns were used.

An alternate experimental section was constructed that has a
removable aluminum liner. This end section has two top plugs for
sample introduction. Gas sampling and venting are done via taps
in the end flange. The removable liner may be used in one of two
ways, that is,the entire liner may be removed from the shock tube
and any condensed products adhering to the inside surface may be
removed with a suitable solvent, or a specially modified liner,
cut into three sections, along with a thick disk fitted against
the end flange, may be tared and reweighed after the shock to
determine the mass of solid product present. Qualitative anal-
yses were made on the solid residue. The residue on the liner
was extracted with cyclohexane and samples were analyzed by gas
chromatography and mass spectrometry (Varian Model EM 600).
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The second analysis technique using the removable liners has
proven to be more successful. Two of the three short cylinders
and the 1.2 cm thick end plug are very carefully weighed prior to
insertion into the shock tube on a (Mettler, Model H) analytical
balance. Numerous blank runs have indicated that the total
weight of the three pieces may be reproducibly determined to
within + 0.2 mg of the original mass after shock tube insertion,
and shojk heating (without any reactant present). When not in
use, the modified liner sections are stored in a vacuum desic-
cator and the interior of the balance has containers of desic-
cant present. Exposure to air is strictly minimized as most of
the difficulty with this technique arises from water absorption.

RESULTS AND DISCUSSION

The pyrolysis of vapor phase benzene was studied over the
temperature range of 1300-2700 K. The initial benzene concen-

3
tration was varied from 0.4 - 1.25 pmole/cm , the reaction time
which was corrected for the finite cooling rate was varied from
0.1 - 3.0 msec, the total pressure at the reaction zone was
varied from 0.4 - 1 MPa. After shock heating, the products and
any unreacted benzene was trapped within the reaction chamber by
shutting an in-line ball valve. Gas samples were obtained and
analyzed by gas chromatography. By determining the amount of
unreacted benzene that was contained within the reaction chamber
the fractional decomposition could be determined. Other kinetic
parameters were determined by measurement of the incident shock
velocity (which may be used to calculate T 5 and P 5 P the reaction

temperature and pressure respectively) and the transient pressure
(which also measures the reaction dwell time). The initial
benzene concentration at reaction conditions was calculated from
the ideal gas law using the calculated values of T 5 and P 5 and

the measured molar concentration of benzene in test gas.

Once the unreacted fraction of benzene has been determined,
it may be used along with the other reaction parameters to
calculate a disappearance rate constant based on an assumed
reaction order. The general form for the integrated rate
expression for benzene may be written either as (8)

1C6H 6 ] 1-n - [C6H 6 ] 1-n = (nl)knt n~l (1)

t o

or

ln[C 6H6] - ln[C 6H6] = -k1 t, n = 1 (2)
t 0

where n is the reaction order, k is the reaction rate constant,
and the subscripts "t" and "o" refer to the time, t, or the
initial value, respectively.

Global reaction order and Arrhenius parameters for the
decomposition of benzene were determined based on the measured
disappearance of benzenf Rate c astants were determined by
assuming reaction order.- -, up 6 the appropriate integral rate
equations. The best fit r' th. data was found by assuming that
the reaction was second ord.er in benzene concentration. The
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rate constant is

k = 4.0 x 1014 exp(-160/RT)(cm3 mole- sec- (3)

where the energy of activation is in kJ/mole. Reported values
for experimentally determined activation energies range from
125 kJ/mole (5) to 321 kJ/mole (9) and reaction orders of 1, 3/2,
and 2. The Arrhenius plot is shown in Fig. 2, and compared with
other reported values (see Fig. 3). The results of Hou and
Palmer (10) were obtained using a flow reactor. We are in agree-
ment with the flow reactor studies and disagree with the two
shock tube studies. This difference may be due to the difficulty
in determining the reaction temperature in shock tubes. Asaba
and Fujii note only that they calculated the temperature in the
"ordinary way" and no information is available on the method used
by Mar'Yasin and Nabutovskii. It is likely that flow reactor
studies have determined the reaction temperature more accurately
than is possible in a shock tube study. We have made a signi-
ficant effort to insure as accurate temperature determination as
possible by measuring both the incident and reflected shock
velocities. The temperature is then calculated based on the
incident and reflected shock velocities, as suggested by
Tschuikow - Roux et al. (11)

Two major gas phase products were detected, acetylene and
styrene, along with a number of other products found in trace
amounts. These trace products were determined to be methane,
ethylene, and a C4 compound that was identified by a mass spec-

trometric analysis to be primarily diacetylene with a smaller
contribution from vinylacetylene. Quantitative analysis was4possible only on the two major products observed. The yields
of acetylene and styrene as a function of temperature are shown
in Fig. 4. The reaction time was held relatively constant at
2.0 + 0.5 msec, the initial concentration of benzene was

1.0 + 0.4 Pmole cm -3 and the total reaction pressure was
0.7 T 0.1 MPa.

Acetylene was detected in all experiments that were run
above about 1400 K, its yield quickly increased with increasing
temperature until a broad maximum (at 20% by mass of the
reactant) at about 1650 K. As the reaction temperature was
further increased, the yield of acetylene was observed to slowly
decrease so that at 2300 K the acetylene yield Lad decreased to
about 70% of the maximum yield.

Also shown in this figure are data points under the pre-
scribed conditions that correspond to the equilibrium yield of
acetylene as calculated by Bauer and Duff (12). The experi-
mentally determined acetylene yields agree quite closely with

*these calculated thermodynamic equilibrium values. This is an
indication that the acetylene yields are nearly at equilibrium
under the conditions studied.

The striking feature of the yield of styrene is the narrow
temperature region for which it is observed. No styrene was
detected in any experiments conducted above 1750 K. The styrene
behavior is suggestive of that of a reactive intermediate that is
produced early in the reaction and then is consumed in the for-

mation of further products. Other ga- phase products were
I•

.*-~ .
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detected but not measured quantitatively, the concentrations were
always less than 1% by weight of the original amount of reactant.

The modification of the reaction chamber in our shock tube
permits us to measure quantitatively the amount of soot formed in
an experiment. The results are also plotted in Fig. 5, together
with an estimated material balance. The balance was obtained by
summing the measured yields of soot, acetylene, styrene and the
amount of remaining benzene. Between 85 and 95 percent of the
initial reactant may be accounted for at all temperatures.
Probable errors include neglect of any hydrogen gas formed (may
represent up to 5% of the total mass) and the loss of small
particles that remain in suspension.

The soot fraction was extracted with cyclohexane or benzene
and this extract was analyzed by gas chromatography and mass
spectrometry. Stable high molecular weight products with molec-
ular weights of 178,202,278 and 350 amu were detected by mass
spectrometer analysis of an extract of the soot residue. The
first two species have been identified by gas chromatography as
phenanthrene and pyrene. Of particular interest is that there
are large gaps between the highest molecular weights observed,
corresponding to the addition of fragments containing six carbon
atoms to the previous species. An important species conspicuous
by its absence is biphenyl. It has been observed as a major
product in the pyrolysis of benzene at lower temperatures (3),but as the temparature increases the yield of biphenyl decreases

Two sets of experiments were conducted to determine the

effect of temperature and soot formation. In Set I the initial

benzene concentration was (8 + 4) x 10- mole cm -3 , while in Set

II the concentration was (1.1 + 0.3) x 10 - 7 mole cm - 3. In the
course of this phase of experimentation, the temperature was
varied from 1400 - 2700 for each set of reactant concentrations.
The reaction time was fixed at 2.0 + 0.5 msec. One-half hour
after the reactant was shock heatcd-the excess gas in the experi-
mental section was slowly vented off and the liner sections were I
removed and carefully reweighed. Soot mass was determined by the
measured difference between initial and final liner weights. The
yield of soot as a function of temperature is shown in Fig. 6.
The fractional soot yield increases from zero at 1400 K to a
maximum of ca. 0.8 at 2000 K and higher temperatures. Note that
there are several data points at temperatures greater than ca.
2000 K that indicate a decrease in soot yields with increasing
temperature. This effect has been determined to be caused by a
slower settling rate for soot formed at higher temperatures.
Thus not all of the soot produced at higher temperatures will be
collected on the liner after a wait of one-half hour. Experi-
ments in which the delay between heating and sample collection
was extended to 16 hours indicate a great increase in observed
soot. Similar experiments at lower temperatures have demon-

areated little or no effect on soot yields.

Suspended soot samples were collected for transmission
electron microscopy and it was observed that the soot particles

were composed of a large number of spherical units forming long
chains. The individual spherical units were about 25 nm in
diameter and measurements of the chains indicate a rather wide
range of lengths of about 0.5 - 10 rm.
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In an effort to obtain information concerning the time frame
during which the formation of soot occurs a series of experiments
was conducted in which the reaction dwell time was varied between
< 0.1 msec and 2.5 sec. Experimental conditions were arranged so
Fhat two temperatures (1650 + 50 K and 1850 + 50 K) were
examined. Initial benzene concentrations were constant at

(0.6 + 0.2) x 10- 6mole cm -3 .

The results obtained at 1650 + 50 K indicate that the
fractional soot yields range from a minimum of 0.11 + 0.05 at a
dwell time of less than 0.1 msec to a maximum of 0.5U + 0.07
after a dwell time of 2.5 msec. These data as well as results
obtained for selected intermediate dwell times are shown in
Fig. 7.

Similarly, Fig. 7 shows the fractional soot yields as a
function of dwell time for a reaction temperature of 1850 + 50 K.
At this temperature the fractional soot yields range from -
0.26 + 0.05 at a dwell time of less than 0.1 msec to a maximum of
0.59 4 0.08 after a dwell time of 2.0 msec.

From these results it is evident that there is significant

conversion to soot even at the shortest dwell times. It is
further evident that the reactions leading to soot are not
effectively quenched. Hence the reactions have low activation
energies. To analyze the gross behavior of these soot formation
steps, we assumed that the formation of soot from radical frag-
ments arising from ring rupture may be considered as a free-Il
radical chain-polymerization. Using this kinetic model we esti-
mate the energy of activation to be 25 kJ/mole and the frequency

factor to be 10 mol - cm3 sec - I . Both the activation energy
and the frequency factor are typical of values observed for
radical-molecule reactions (12).

li" SUMMARY

:UMThe overall rate of benzene disappearance has been deter-

mined to be second order with respect to benzene concentration

and the rate constant may be best expressed as k = 4.0 x 1014

exp(-19,250/T) mol- I cm3 sec- I over the temperature range of
1300 - 2300 K. Comparisons of this study with other similar
studies have demonstrated good agreement with flow reactor
studies but are in poor agreement with two shock tube studies.

Soot formation has been studied by use of a liner that may
be removed from the shock tube after each shock for solvent ex-
traction of solid products or for gravimetric determination of

" fractional soot yields. Measurements of soot yields in this way,
when coupled with gas phase analysis,have resulted in an 85-95%
recovery of the original reactant mass over the rather wide
temperature range studied (1300 - 2300 K). The good material
balance thus obtained lends credibility to the soot determination
technique. Qualitative disagreement is observed between a
previous study in which the fractional soot yields were deter-

* mined optically after 2.5 msec (6) and the present study. This
previous study found a steady decrease in fractional yields with
increasing temperature until at 2200 K no soot is observed,

whereas in the present study steadily increasing fractional soot
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yields have been observed to plateau (at ca 0.8) up to quite high
reaction temperatures (e.g., 2700 K). The observed differences
at high temperatures may be readily explained, however, since it
has been demonstrated here that much of the soot produced under
these conditions is formed during the cooling period.
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RATES AND MECHANISMS OF FORMALDEHYDE PYROLYSIS AND OXIDATION*

J. M. Kline and S. S. Penner

SEnergy Center and Department of Applied Mechanics and Engineering

4 Sciences, University of California, San Diego, La Jolla, CA 92093

Pyrolysisland oxidation ates f formaldehyde
have been measured behind eflected shock waves
for 1200!T,oK<2200 and 1.8"p,atm:<2.7, in mix-
tures of CH 20/Ar and of CH 20/N 20/CO/Ar, respec-
tively. Concentrations of CH 20 were monitored
by absorption of HeXe laser radiation at 3.508rm,
as well as by CH 20 emission in the infrared. .
Emissions from C0 2 , H 20, and CO-O recombination
radiation were monitored in the oxidation experi-
ments; CO emission was monitored during pyrolysis.

.o account for pyrolysis at late times, it was
necessary to allow for direct reaction between
H 2 and CH 20. The 19-step reaction mechanism
describes our observed oxidation rates satis-
factorily.N

4 1. INTRODUCTION

Formaldehyde (CH20) is an intermediate in the oxidation of
methane and other hydrocarbons. We have previously studied
N20 pyrolysis;5 in reactions with CH20, N20 serves as an O-atom
source. Formaldehyde and nitrous oxide are gas-phase productsof the decomposition of solid propellant fuels. 6 ,

Pyrolysis of CH 20 has been studied in the shock-tube, 8-11

with other thermal techniques, 12- 16 and in photolysis.17-

Formaldehyde oxidation has also been studied in the shock-
tube8 21 and by other methods.22  The rates of elementary steps
involving CH 20 or CHO have been inferred from shock-tube studies
of CH4 oxidation, 3, 23,24 flow-reactor studies of C 2H4 oxida-
tion,25 ,26 CH 3CHO oxidation,

27 CH4 flame studies,4 and hydro-
gen 2e 3a and carbon monoxide32- 35 oxidation. The rate of the

*This research was supported by the U.S. Office of Naval Research

under Contract No. N00014-79-C-0261 (monitored by Lt. Richard S.
Miller). Details concerning our studies may be found in the
Ph.D. thesis of J. M. Kline, University of California, San
Diego, 1981.
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reaction between N20 and H, which couples the N 20 and CH20
pyrolyses, has been evaluated.21 ,36- 3 8  A recent study of CH4 and
C 2H6 oxidation

39 has yielded results that are consistent with
the mechanisms and rate constants determined in studies of the
CH20/N 20 system. Several pertinent reviews have also been
published. 41-4

4

2. EXPERIMENTAL PROCEDURE

2.1 Determination of Initial CH2O Concentrations

The initial CH 20 concentration for each test was calculated
from observed absorption of 3.508pm radiation from an HeXe laser.
Calibration experiments were performed4 5 in a small cell at 300 0 K
to determine the off-peak spectral absorption coefficient for
an isolated line in the CH20 spectrum, using the HeXe laser light
source. Pure CH20 was used to define the line strength (S), the
collision-broadened half-width for self-broadening (b2 F) per
unit pressure, and the displacement of the laser frequency from
the line center (Aw). Mixtures of CH20 with Ar and N 20 were
emploged to determine the collision-broadened half-widths for
Ar (be Ar) and N 0 (bO N (). The observed spectral absorption
coeff cients of CH20 alr escribed by the Voigt profile 6

Pi[ =pJa f exp(-y)2Ti-- a 2+(Cy) 2

where PI = (S/W )(mc2/2kT)1, a = b r/b_, l (2kTln /mc2)wJ
hee 0  bb8No C b LbDI k

b_ = bc p, + b8 A. + b20' = ()(mc T2kT , Ac E c, . &A P 0%0 WIW.

W _ Wo' wnXs te frequency at t e line center, w is the frequency
of the laser radiation, and the other symbols have their usual
meaning. We found45 S = 0.690 cm-2 -atm -1 , bo F = 0.578 cm- 2-atnr - ,
bo Ar 0.0419 cm-1-atm-1 , bON20 = 0.106 cm i-atm- ', and A=
5.b4x0 -3 cm- .

In our shock tube experiments, XFPI I = -ln(V/Vo)/pt was mea-
sured at known total pressure p; XF den 6s the CH 20 mole frac-
tion, Vo the unattenuated laser signal voltage, V the laser
signal voltage attenuated by CH20 absorption in the shock tube
prior to passage of the incident shock, t the optical pathlength
of the shock tube. It is convenient to find X from a plot of
XFPI j vs. p for various XF . F

2.2 Determination of CH20 Concentration-Time Histories

Our shock-tube facilities are described in Ref. 47. After
passage of reflected shock waves, the CH2O concentration was de-
termined from absorption and emission data. In absorption, we
use the relation X = -ln(V/Vo)/P pk. We use the subscript
i to identify conditions immediat 1i after passage of the reflec-
ted shock wave when XF,0 is the initial mole fraction of CH 20;
the system is nearly isothermal and isobaric until substantial
amounts of formaldehyde have disappeared. The CH20 concentration
history is determined from XF/XF,0 = [ln(V/Vo)/ln(Vi/Vo)] x

Formaldehyde emission measurements were performed at 3.5pm
with FWHM = 0.039m. For emission, V - Bo(wT)K[I-exp(-PXFp)].
- B°(w,T)KP XFPk for PwXrpt<<i; X /X - V/V for an isoThermal
and isobaric system at low optical deth.

• ! i
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2.3 Comparison of CH2O Concentration-Time Histories Derived
from Absorption and Emission Measurements

When the CH 20 mole-fraction histories are determined simul-
taneously from absorption and emission data, three types of
results may be observed: the two mole-fraction curves coincide
(case 1) when both measurement techniques provide accurate con-
centration determinations; mole fractions derived from absorption
are higher (case 2) when emission data are accurate but absorp-
tion occurs by both CH20 and other species; the concentrations
calculated from emission data are higher (case 3) when the ab-
sorption data are accurate while emission is observed from CH 20
and other species. For 17 tests, 8 were found to behave as in
case 1, 8 (weakly) as in case 3, and 1 as in case 2. We conclude
that concentrations of CH 20 should preferably be determined from
absorption data, although emission and absorption data were
generally found to be in acceptable agreement.

3. RESULTS OF PYROLYSIS AND OXIDATION EXPERIMENTS

3.1 Description of Observations

Twenty-four pyrolysis experiments were performed on CH 20/Ar
mixtures for 1246 T,0 K 2021, 1.8 p,atm 2.7, with CH 20 mole frac-
tions 0.02 2 XF0.13 ; 35 oxidation experiments were performed on
CH2O/N 20/Ar and on CH 20/N 20/CO/Ar mixtures with 1380 T,OK 2123,
1.8<p,atm 2.5, 0.009!XF0.06 2, and 0.019 XN 20.06.

3.2 Qualitative Observations Concerning CH2O Pyrolysis and
Oxidation Rates

The temporal behavior of pyrolysis and oxidation rates atj low temperatures is summarized by Fig. 1.

The times to.9s , to.s , and to., are defined as times when
the remaining mole fraction of formaldehyde equals 0.95, 0.5,
and 0.1 of the initial value, respectively. Examination of our
data shows that, for TI5000K, the initial rates of pyrolysis
and oxidation (as measured by t0 .9 5 ) are nearly the same; at later I
times, pyrolysis leads to more rapid decomposition of CH 20 than
oxidation. For TZI50O0 K, the initial rates of oxidation are
somewhat greater than the rates of pyrolysis; for t>t0 .9 5 , the
rates of pyrolysis and oxidation are approximately equal. Thus,
the presence of N 20 appears to decrease the "postinduction" CH 20
decomposition rates for Ti500 *K; it does not significantly affect
the "postinduction" CH 20 decomposition rates for TZl500

0K.

3.3 Shock-Tube Test Times

In order to verify that measurements of to.9 s, to.s, and
to.i are meaningful, we have calculated shock-tube test times
according to the procedure of Price48 and Hooker. 9  All of the
calculated test times are more than a factor of three longer than f
the test times used by us.
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oxidation

- Ipyrolysis

t

Fig. 1 Schematic diagram showing the observed formaldehyde
concentrations as functions of time during pyrolysis and oxi-
dation at the same pressure and low temperature. After (H)
reaches a steady state value, the rate of pyrolysis is deter-
mined by the 4-step Rice-Herzfeld mechanism and is subsequently
strongly increased when H production accelerates formaldehyde
decomposition. Initially, oxidation occurs more rapidly than
pyrolysis because of contributions from the elementary steps
involved in the 19-step mechanism. However, the product hydro-
gen is now less effective in accelerating formaldehyde decom-
position because it is removed not only by an overall reaction
with formaldehyde but also by reaction with N20, O, OH, etc.
As the result, removal of formaldehyde by pyrolysis proceeds
more rapidly than removal during oxidation at late times for

low temperatures (T'1600°K). The "induction times" to whichIwe refer during pyrolysis correspond to the regime when the I
4-step mechanism applies.

4. COMPARISONS OF PREVIOUS AND PRESENT INVESTIGATIONS ON CH 20
PYROLYSIS AND OXIDATION

In the work of Schecker and Jost' and of Dean et al,'0 CH 20U concentrations were monitored after shock heating by emission
at 3.5pm. Gay et ale used a time-of-flight mass spectrometer
to determine the concentrations of CH 20 and other species.

The presence of an "induction period" in CH 20 pyrolysis is
shown by Gay et al e in their Fig. 2; we have found that the
temperature dependences of these times are nearly identical to
those observed by us. The absolute values of the "induction
times" in Ref. 8 are 5-7 times longer than ours for tests per-
formed at total pressures approximately 6-7 times lower than
ours. Thus, the "induction times" ti of Ref. 8 are consistent
with apparent "induction times" observed by us if ti=(M)-', where
(M) represents the total gas concentration.

The presence of an "induction period" in CH20 pyrolysis has
been reported also by Schecker and Jostl and by Dean et al.1 0

Just so measured H-atom concentrations by resonance absorption
for VF650ppm; for X -6x10 4, absorption was measured at 1730A.
Just noted that the data of Dean et al"O could be modeled by the
mechanism of Ref. II with a slight change in one rate constant.

Gay et ale reported that the presence of 02 "greatly acceler-
ated" the initial disappearance of CH2O. This summary statement
is qualitatively consistent with our observations at elevated
temperatures.
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4.1 Mechanism and Rates for CH20 Pyrolysis

As was noted in Section 3.1, we observed slow initial CH 20
decomposition rates, which are well described by the four-step
Rice-Herzfeld mechanism CH 20 + M4I+CHO + H + M, CH 2O + H+4CHO
+ H 2 , CHO + M+4 CO + H + M, CHO + H+4+CO + H 2 . Numerical inte-
grations (with the computer program of Bittker and Scullen 52 )
have been performed for this 4-step mechanism for our experi-
ments. The calculations refer to constant enthalpy and volume,
which correspond to conditions prevailing behind the reflected
shock waves. The rate constants for the initial calculations
were taken from Dean et al. 21  The results of the numerical inte-
grations were used to determine the times to 95 , t0 5 , and to I
(cf. Sec. 3.2). Agreement between observed and calculated values
for t0'9 5 was found to be acceptable, whereas large discrepancies
occurred for to. 5 and to  'except at the highest temperatures
(T2OOO0 K). Thus, the 4-step mechanism is inadequate to describe
either our observations of pyrolysis rates or those of other
investigators who have noted "induction times". A satisfactory
empirical fit to our data is obtained if we assume that pyrolysis
is effectively autocatalytic, with formaldehyde decomposition
accelerated by the presence of H 2 in such a manner that the
following overall decomposition rate is observed: (Cb) = (2)
= -(CH 2O) = ka(CH20)(H2) corresponding to a nearly thermoneutral
overall reaction with ks=2.4xlO'3 exp(-16,400/RT);*the direct de-
composition of CH20 into CO and H 2 on collision with another
molecule has been proposed previously, albeit with rate constants
having activation energies two 4 to four 50 ,51 times larger than
we require. The value k 2 =i.00xlO 

1 exp(-10,500/RT) was used be-
cause it provided a good fit to early time data; this value for
k2 is about one-third of that of Dean et al.

2' Results for
T=1480 and 2000*K are shown in Fig. 2. The observed good agree-
ment is representative of fits to measured pyrolysis results
which we have obtained.

4.2 Mechanism and Rates for CH20 Oxidation by N20

Our observations on oxidation of CH20 by N20 are reasonably
well accounted for by numerical calculations using the 19-step
mechanism of Dean et al. 21 We used the rate constants of Dean

21
et al, except for the reactions of N2 0 with M and 0 for which
we used our rate constants from Ref. 5; if we had used the values
from Ref. 21, no substantial changes would be observed. The
results of computer calculations were also used to determine

* to. gs t* 0 5 and t0.* . These values were plotted as functions
of 10/T( K) and compared with least-squares fits to our measured

*values; agreement was generally observed to fall within one
standard deviation.

When the J9-step mechanism is augmented by the overall pro-
cess CH 2 0 + H2 -% CO + 2H 2 with k, derived from pyrolysis measure-
ments (Sec. 4.1), agreement with observations becomes poor at
low temperatures but is good at high temperatures (see Fig. 3).
Addition of the direct reaction N 20 + H221+N 2 + H2 0 provides
minor improvement. These calculations show that the many rate
constants in the 19-step mechanism have been adjusted to describe
the CH 20-N 20 oxidation processes and that the addition of other
processes will require modifications in the reaction system if it
is to fit also for T 16OOOK and large CH 20 concentrations.

Rte constants are in cn/mole-sec.

.. , m m mmm mmmm mmm ,,mmmm m mm•Nm
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Fig. 2 The ratios of the logarithm of the observed to the
logarithm of the initial transmissivity (in laser absorp-
tion) are shown as functions of time during pyrolysis for
(a) T5=1480*K, ps=

2 .43 atm, XF n=0.3393 and(b) Ts=20000 K,
p5=1.91 atm, XF 0=0.0308. The'?ines are drawn through the
experimental data (A) for which representative error bars
are indicated. The calculated results shown for the 4-step
Co) and 5-step mechanisms (e) have been obtained by using
the measured temperature dependence for the spectral ab-
sorption coefficient of CH20 at 3.508m.

1.0 :, A

0.5 Fig. 3 The ratios of the loga-

rithm of the observed to the
logarithm of the initial trans-
missivity averaged over many

tests (A) are shown as a func-
0.2'- tion of time during oxidation

for Ts=19300 K. The calculated
_ results shown (psf2.16 atm,

0.1 • XF 0=0.0612, XNO =0.0282)
0.[ A for the 19-step and 20-step

(40) mechanisms have been obtained
Nby using the measured temperature

dependence for the spectral ab-
j 0.05 sorption coefficient of CH20

at 3.S081".
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Pyrolysis measurements at late times require introduction
of an additional rate constant, which does not destroy agreement
with observed oxidation rates for TZ18000K.

5. CONCLUSIONS

Our experiments were performed in the temperature range
1200 T,OK 2200, with relatively high initial CH 20 concentrations.
We have found that for pyrolysis, with T 1700'K, the 4-step mech-
anism does not account for the observed CH2O-time histories while
the 5-step mechanism does. For higher temperatures, the dif-
ferences between the 4- and 5-step mechanisms become smaller and
probably fall within experimental error for T I9000 K. For
initial CH 20 mole fractions 1%, the 4-step mechanism agrees with
experimental observations for T 16001K. The work of Gay et a1 8

was performed at temperatures and CH 20 mole fractions similar
to ours. Their data (cf. Fig. 1 of Ref. 8) are also modeled by
the 5-step mechanism with a revised value for k,.

For oxidation of CH 20 by N 20 with T 1600°K, both the 19-
and 20-step mechanisms provide acceptable agreement with experi-
ments. For T 1600°K, the 19-step mechanism is better than the
20-step mechanism but reevaluation of the rate constants or the
addition of other elementary steps (e.g., steps involving the
HO 2 radical) might well change this conclusion. It should be
noted that low-temperature oxidation rates have not been observed

previously with as high formaldehyde concentrations as were used
by us.

Further work in this field should emphasize direct measure-
ments of reaction processes between formaldehyde and hydrogen.
Definitive studies must involve time-dependent measurements of
reaction intermediates (e.g., H 2, OH, 0) occurring duringIpyrolysis and oxidation. We do not regard the empirically deter-
mined direct reaction between CH 20 and H2 as a likely elementary
step.
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A
SHOCK WAVES IN CHEMISTRY AND PHYSICS

A Brief Tribute to John N. Bradley

John N. Bradley, Professor of Chemistry at the University of Essex died in
February 1981. A shock tube enthusiast, he would have contributed a paper to
this meeting and it is therefore fitting that we should pay tribute to his
memory.

John Bradley was best known for his book, "Shock Waves in Chemistry and
Physics", which he wrote in the early sixties. It gave the chemist or physicist,
without a knowledge of fluid mechanics, critical introduction to the theory and
practice of shock tubes. In particular the book pointed out the possibilities
and limitations of the technique and as such provided an excellent survey, not
only for practitioners like ourselves, but also for chemists and physicists in
general. The book was extremely influential because of the time of its appear-
ance and it contributed substantially to the application of shock techniques in
chemistry and physics.

John Bradley was a graduate of the University of Birmingham where he ob-
tained his doctorate for photochemical work. He then went to work with Professor
George Kistiakowsky at Harvard where he took up shock tube work and participated
in the first attempts to extract samples for mass spectroscopic analysis in a
time-resolved regime.

He returned to England to take a position at the University of Liverpool
where, among other things, he developed a combined flash-photolysis/shock tube
technique. This was not an easy experiment and he was ahead of his time. Now
the use of a laser to produce photochemical decomposition in a shock heated gas
qould circumvent many of the problems associated with a broad-band flash lamp.

In the middle sixties he became Professor and Head of the Department of
Chemistry at the new University of Essex and at that time he was one of the
youngest Chairmen in the country. Chairman of a developing department is more
than a full-time job but his research continued unabated. In recent years he
concentrated on the mechanism of pyrolysis of hydrocarbons and on oxidation,studying these most complicated systems with single-pulse shock techniques com-

bined with computational modeling of the multi-reaction mechanisms. He developed
his own sensitivity analysis before it became fashionable.

John Bradley was not just a shock tube man: he had wide ranging interests
in Chemistry, and worked at various times on photochemistry, laser applications,
and surface chemistry.

John had a full life outside his profession. He was a keen sailor both in
dinghies and cruisers and he took part in the grueling, demanding, and at times
dangerous, 'Round-Britain' race. He was a keen squash player and indeed he died
following a vigorous squash game.

He attended many of these meetings, and was a member of the Advisory Com-
mittee - had he lived he would have contributed a paper this afternoon on
"Chemically Enhanced Shock Waves and Detonations in Ethylene Oxide-Oxygen-Argon
Mixtures". It is sad that he is missing from our ranks.

However, John Bradley was a cheerful friend of many here and he would not
have wanted me, in paying this tribute, to cast a note of gloom over what has
been a most successful meeting.

So I shall conclude by saying that we who knew John personally and those
of us who knew him through his book and his work are privileged to have been in
contact with a vigorous, able and good colleague. We remember him with honour
and with pleasure.

Peter Borrell-
Department of Chemistry

July 1981 Keele University
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